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การค านวณขนาดตัวอย่างด้วยโปรแกรมส าเร็จรูป G*POWER 
Sample Size Calculation Using G*POWER  
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บทคัดย่อ 

การกำหนดขนาดตัวอย่างเป็นขั้นตอนหนึ่งที่สำคัญในการทำงานวิจัยเพราะมีผลต่อความน่าเชื่อถือและผลลัพธ์ของ
งานวิจัยตลอดจนการนำผลลัพธ์ของงานวิจัยไปใช้ โปรแกรมสำเร็จรูป G*Power เป็นโปรแกรมที่ช่วยคำนวณขนาดตัวอย่าง
ผู้ใช้สามารถดาวน์โหลดมาใช้งานได้โดยไม่มีค่าใช้จ่าย การใช้งานโปรแกรมมี 5 ขั้นตอน ได้แก่ 1) การใส่ข้อมูลกลุ่มของสถิติ 2) 
การใส่ข้อมูลสถิติที่ใช้งาน 3) ระบุประเภทของอำนาจการทดสอบ 4) การใส่ค่าพารามิเตอร์ ประกอบด้วย ความคลาดเคล่ือน

ชนิดท่ี 1 (α) หรือค่าระดับนัยสำคัญ (α) หรือค่าช่วงความเช่ือม่ัน (1- α) ค่าความคลาดเคล่ือนชนิดท่ี 2 (β) หรือ อำนาจทดสอบ 

(1- β) และค่าขนาดอิทธิพล (δ) การประมาณค่าขนาดอิทธิพลได้กำหนดเป็นค่าพื้นฐานไว้ 3 ระดับ (ขนาดเล็ก ขนาดกลาง 
และขนาดใหญ่) และ 5) การคำนวณ  

ดังนั้นการทำความเข้าใจในประเด็นเหล่านี้จะช่วยให้นักวิจัยสามารถกำหนดขนาดตัวอย่างได้อย่างเหมาะสมส่งผลให้
ผลลัพธ์ของการวิจัยมีคุณค่ามากยิ่งข้ึน 
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Abstract 
 

Determining sample size is one of the important steps in research work. It affects the credibility 
and results of research as well as application of results research results. G*Power is a free software used to 
calculate the sample size. There are 5 steps in using the program which are: 1) Input the test family statistics 
2) Input the statistics test 3) Specifying type of power 4) Input parameters to these programs are significance 

level (confidence interval 1-α), type II error (β) or power of a test (1- β), and effect size (δ), the estimation 
of the influence size is defined in to three basic values (small, medium and large) and 5) calculation.  

Therefore, understanding these points can help the researcher determine the appropriate sample 
size, resulting in more valuable research results. 
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บทน า 
นักวิจัยต้องใช้สถิต ิว ิเคราะห์ในการทดสอบ

สมมติฐานทางสถิติ และหรือการประมาณค่าพารามิเตอร์
ในการวิจัยเชิงปริมาณ นักวิจัยต้องมีความรู้ความสามารถ
ในการกำหนดขนาดตัวอย่างที่เหมาะสมสำหรับการวิจัย 
ซึ ่งขนาดตัวอย่างที่มีความเหมาะสมกับงานวิจัย ต้องมี
ขนาดใหญ่เพียงพอที่ทำให้สมมติฐานมีนัยสำคัญทางสถิติ
และมีนัยสำคัญในทางปฏิบัติ สามารถตรวจพบความ
แตกต่างในกรณีมีความแตกต่างจริง และสามารถตรวจพบ
ความสัมพันธ์ของตัวแปรในกรณีตัวแปรมีความสัมพันธ์กัน
จริง ซึ่งความเหมาะสมของขนาดตัวอย่างขึ้นกับปัจจัยต่าง 
ๆ อาทิ ความแปรปรวนของประชากร สถิติวิเคราะห์ แบบ
แผนการวิจัย ระดับนัยสำคัญ ทิศทางสมมติฐานท่ีทดสอบ 
ขนาดอิทธ ิพล อำนาจการทดสอบ และจำนวนกลุ ่ม
เปรียบเทียบค่าเฉลี่ย โดยวิธีการกำหนดขนาดตัวอย่างที่ใช้
กันในปัจจุบันมีหลายวิธี วิธีที่รู ้จักกันและใช้กันอยู่ทั่วไป 
คือ 1) การใช้ตารางสำเร ็จของ Krejcie and Morgan 
(1970) และ Yamane (1973) และ 2) การใช้สูตรคำนวณ
ขนาดตัวอย่าง โดยสูตรที่นิยมใช้ในการกำหนดขนาดของ
กลุ่มตัวอย่างในการวิจัยมากที่สุดในการวิจัยเชิงปริมาณ
ได้แก่ สูตรคำนวณขนาดตัวอย่างของ Taro Yamane แต่

ทั้งนี้การใช้งานด้วยวิธีใดก็ตาม นักวิจัยต้องทราบข้อจำกัด 
และเงื่อนไขการใช้งานเพื่อให้การกำหนดขนาดตัวอย่างได้
อย่างถูกต้องได้ตัวแทนที่ดีของประชากรครอบคลุมทุก ๆ 
ลักษณะของประชากร และมีจำนวนที่เพียงพอ นักวิจัย
จำนวนมากได้ใช้สูตรหรือตารางการกำหนดขนาดตัวอย่าง
โดยไม่ทราบเง่ือนไขการใช้งาน ซึ่งส่งผลให้งานวิจัยมีความ
น่าเชื่อถือน้อยลง ในปัจจุบันมีโปรแกรมสำเร็จรูปหลาย
โปรแกรมที่ช่วยในการคำนวณขนาดตัวอย่างโดยสัมพันธ์
กับวิธีสถิติที่ใช้วิเคราะห์ข้อมูล และไม่อิงกับวิธีสุ่มตัวอย่าง 
เช่น โปรแกรม Power and Sample Size Calculation: 
PS, G*Power หร ือ  โปรแกรม Nquery Advisor และ 
โ ป ร แ ก รม  Power Analysis of Sample Size: PASS 
โปรแกรมเหล่านี้สามารถใช้คำนวณขนาดตัวอย่างได้ทั้งใน
งานวิจ ัยแบบสำรวจ และการวิจ ัยแบบทดลอง ซึ ่งใน
บทความนี้จะกล่าวถึงการใช้โปรแกรมการคำนวณขนาด
ตัวอย่าง G*Power เป็นหลัก โดยโปรแกรมการคำนวณ
ขนาดตัวอย่าง G*Power จะช่วยให้นักวิจ ัยสามารถ
กำหนดขนาดตัวอย่างได้ถูกต้องตามหลักวิชาการทำให้ผล
งานมีความน่าเชื่อถือมากขึ้น โปรแกรม G*Power ช่วย
คำนวณขนาดตัวอย่างได้อย่างรวดเร็วตามเงื่อนไขข้อมูลที่
นักวิจัยกำนดโดยอาศัยค่าขนาดอิทธิพล ค่าความคลาด
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เ ค ล ื ่ อ นประ เภทท ี ่  1 (Alpha, α)  และค ่ า ค ว าม

คลาดเคล ื ่อนประเภท 2 (Beta, β)  และ โปรแกรม 
G*Power สามารถใช้งานได้ง่าย และเป็นโปรแกรมที ่
สามารถดาวน์โหลดมาใช้งานได้โดยไม่มีค่าใช้จ่าย 

1. องค์ประกอบส าคัญในการหาขนาดตัวอย่าง 
การกำหนดหรือการประมาณค่าขนาดตัวอย่าง 

(Sample Size Setting or Estimation) เป ็นข ั ้ นตอน
สำคัญในกระบวนการวิจัยคือ กระบวนการเลือกกลุ่ม
ตัวอย่าง มี 6 ขั้นตอน ได้แก่ 1) การกำหนดวัตถุประสงค์
ของการใช้สถิติวิเคราะห์  และการเลือกใช้สถิติทดสอบ 2) 
การกำหนดลักษณะประชากรและตัวอย่าง 3) การกำหนด

ระดับนัยสำคัญ (α) และค่าอำนาจการทดสอบ (1- β) 4) 
การกำหนดขนาดตัวอย่าง 5) การออกแบบการเลือก
ตัวอย่าง และ 6) การดำเนินการเลือกตัวอย่างตามที ่
ออกแบบ ซ ึ ่ งน ักว ิจ ัยจะคำนวณขนาดต ัวอย ่างได ้
จำเป็นต้องรู้องค์ประกอบสำคัญที่ใช้ประกอบการกำหนด
ขนาดตัวอย่างดังต่อไปนี้เพื่อนำมาพิจารณาในการคำนวณ
ขนาดตัวอย่างได้อย่างเหมาะสมและถูกต้อง (ชนากานต์ 
บุญนุช และคณะ, 2554  มีดังนี้ 1) วัตถุประสงค์หลัก 2) 
ลักษณะประชากร 3) การออกแบบการวิจัย 4) ระดับการ

วัดของข้อมูล 5) สถิต ิที ่ใช้ว ิเคราะห์ข้อมูล 6) ระดับ

นัยสําคัญ (α) 7) ประเภทสมมติฐานที่ทดสอบ 8) การ
ประมาณค่าอิทธ ิพล (Estimated Effect) และ 9) ค่า

อำนาจการทดสอบ (1 – β) ซึ ่งสามารถสรุปได้เป็น 4 
องค์ประกอบดังน้ี 

1) ตัวแปรและระดับการวัดของตัวแปรที่
ส าคัญ นักวิจัยต้องทราบว่าตัวแปรที่จะวิเคราะห์ข้อมูล 
ต ั ว แ ป ร ใ ด เ ป ็ น ต ั ว แ ป ร ต ้ น ห ร ื อ ต ั ว แ ป ร อ ิ ส ร ะ 
( Independent Variable) ต ัวแปรใดเป็นต ัวแปรตาม 
(Dependent Variable) แต่ละตัวแปรมีระดับการวัดอยู่
ในระดับใด ซึ่งระดับการวัดของตัวแปรมี 4 ระดับ คือ 1) 
มาตรานามบัญญัติ (Nominal Scale) 2) มาตราเร ียง
อันดับ (Ordinal Scale) 3) มาตราอันตรภาค (Interval 
Scale) และ 4) มาตราอ ัตราส ่วน  (Ratio Scale) โดย
พิจารณาได้จากวัตถุประสงค์การวิจัย และ/หรือสมมติฐาน
การวิจัย และคำถามในเครื่องมือวิจัย  

2) สถิติที่ใช้วิเคราะห์ข้อมูล เป็นสถิติที่อยู่
ในกลุ่มเปรียบเทียบ หรือสถิติวิเคราะห์ความสัมพันธ์ ซึ่ง
สามารถพิจารณาได้จากข้อความในสมมติฐาน ตัวอย่างวิธี
สถิติที่วิเคราะห์กับระดับการวัดของตัวแปร ในตารางที่ 1 

 

ตารางท่ี 1 ความสัมพันธ์ระหว่างวิธีสถิติที่วิเคราะห์กับระดับการวัดของตัวแปร  
 

Statistical Methods Scale Levels of Variables 
Independent Variables Dependent Variables 

Comparison Methods   
     t-test Nominal Interval or Ratio 
     Analysis of Variance (ANOVA) Nominal Interval or Ratio 
Association Methods   
     Chi-square Nominal Nominal 

     Pearson Product Moment Correlation Interval or Ratio Interval or Ratio 
     Multiple Regression Interval or Ratio (or mixed with 

few Nominal Variables) 
Interval or Ratio 

     Multiple Logistic Regression Interval or Ratio or Nominal 
(Categories) 

Nominal (Dichotomous or Cateogories) 

ที่มา: (บุญศรี พรหมมาพันธุ์, 2561; ชูศรี วงศ์รัตนะ, 2553) 
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3) ความผิดพลาดในการทดสอบทาง
สถิติ  

โอกาสที่จะเกิดความผิดพลาดในทางสถิติมี 2 

แบบ คือ 1) ความผิดพลาดแบบที่ 1 (α) โอกาสที่ปฏิเสธ
สมมติฐานที ่เป็นกลาง (Null Hypothesis: H0) โดยที ่
ความเป็นจริงสมมติฐานที่เป็นกลางนั้นถูกต้อง ในงานวิจัย

ทั ่วไปมักกำหนดความผิดพลาด  แบบที ่ 1 (α) ให้อยู ่
ระหว ่าง 1 - 5% หร ือม ีระด ับค ่าช ่วงความเช ื ่อม ั ่น 

(Confidence Interval Level) เท่ากับ 1 - α ถ้านักวิจัย
กำหนดความผิดพลาด แบบที่ 1 ไว้เท่ากับ 5% ระดับค่า
ช่วงความเชื ่อมั ่น จะมีค่าเท่ากับ 100 - 5 = 95% ซึ ่ง
หมายความว่า ผลการทดสอบมีความแตกต่างหรือมี

ความสัมพันธ์เกิดขึ ้นจริงในประชากร 95% ค่า α นี ้
นักวิจัยต้องกำหนดเอาเอง เพื ่อใช้ในสูตรการคำนวณ

ขนาดตัวอย่าง 2) ความผิดพลาดแบบที่ 2 (β) โอกาสที่
ยอมรับสมมติฐานที่เป็นกลาง (H0) โดยที่ความเป็นจริง
สมมติฐานที่เป็นกลางนั้นไม่ถูกต้อง ตัวอย่าง การทดสอบ
ความแตกต่างหรือความสัมพันธ์ โดยผลการทดสอบพบว่า
ไม่มีความแตกต่างหรือไม่มีความสัมพันธ์ แต่ความเป็นจริง
มีความแตกต่างหรือมีความสัมพันธ์กัน ในงานวิจัยทั่วไป
มักกำหนดความผิดพลาดแบบท่ี 2 ให้อยู่ระหว่าง 10 - 20% 

3) อำนาจการทดสอบ (1 - β) โอกาสที่ปฏิเสธสมมติฐาน
เป็นกลางที่ผิด ถ้านักวิจัยกำหนดความผิดพลาดแบบที่ 2 
ไว้เท่ากับ 20% อำนาจการทดสอบจะมีค่าเท่ากับ 100 - 
20 = 80% ซึ่งหมายความว่า ผลการทดสอบสามารถสรุป
ได ้ถ ูกต ้อง 80% ค ือสร ุปว ่าม ีความแตกต ่างหร ือม ี
ความสัมพันธ์เกิดขึ ้นจริงในประชากร ค่าอำนาจการ
ทดสอบนี้ นักวิจัยต้องกำหนดเอง เพื่อใช้ในสูตรคำนวณ
ขนาดตัวอย่าง 

4) ค่ าขนาด อิทธิพล  (Effect Size ใช้

สัญลักษณ์ δ) เป็นค่าที่แสดงถึงอิทธิพลของตัวแปรต้นที่
มีต่อตัวแปรตาม ในงานวิจัยเชิงทดลองหากงานวิจัยเป็น

เชิงทดลองเปรียบเทียบระหว่างกลุ ่มทดลองกับกลุ ่ม

ควบคุม ถ้าขนาดอิทธิพล (δ) มีค่ามากจะทําให้ขนาด

ตัวอย่างน้อย แต่ถ้างานวิจัยนั้นมีขนาดอิทธิพล (δ) มีค่า
น้อยแล้วจะทําให้ขนาดตัวอย่างมีจํานวนมากขึ้น ค่าขนาด
อิทธิพลนักวิจัยสามารถคำนวณได้ 2 กรณี คือ 1) กรณี
นักวิจ ัยทราบ Effect Size เช่น ถ้าทราบ Effect Size 
เท่ากับ 0.7 ก็สามารถนำไปคำนวณได้ หรือจากการ
ทบทวนงานวิจัยในอดีตที่เป็นเรื่องใกล้เคียงกับงานวิจัยที่
จะศึกษา (ซึ่งจะพบมากในงานวิจัยต่างประเทศ) เอามา
พิจารณาประกอบในการกำหนดค่าขนาดของอิทธิพลที่
เหมาะสม และมีความเป็นไปได้หรือใกล้เคียงกับความเป็น
จริงมากที่สุดหรือค่าที่เสนอแนะจาก Cohen (1977) ได้
เสนอแนะค่าขนาดอิทธิพลไว้ 3 ระดับ สำหรับคำนวณ
ขนาดตัวอย่างท่ีใช้วิธีสถิติต่าง ๆ ในการวิเคราะห์ข้อมูล ดัง
ตารางที่ 2 และ 2) กรณีนักวิจัยไม่ทราบ Effect Size แต่
มีข้อมูลเบื้องต้น ซึ่งในกรณีที่นักวิจัยมีผลการศึกษาก่อน
หน ้าน ี ้  อาจจะมาจากรายงานก ่อนหน้า หร ือจาก 
Preliminary Study นักวิจัยสามารถใช้ข้อมูลดังกล่าวมา
เป็นแนวทางในการหา Effect Size ตัวอย่างเช่น นักวิจัย
ทราบค่าเฉลี่ยและส่วนเบียงเบนมาตรฐานของกลุ่มที่ 1  
จะมีค่าเฉลี่ย เท่ากับ 5.2 และส่วนเบียงเบนมาตรฐาน 
เท่ากับ 2.1 และกลุ่มที่ 2 มีค่าเฉลี่ย เท่ากับ 3.4 และส่วน
เบียงเบนมาตรฐาน เท่ากับ 2 โดยในกรณีตัวอย่างนี้จะ
เป็นการคำนวณขนาดตัวอย่างสำหรับการวิเคราะห์ด้วย t-
test โดยมีขั ้นตอน ดังนี ้ 1) เปิดโปรแกรม G*Power 
ขึ้นมา 2) คลิก Determine จะปรากฎหน้าจอภาพท่ี 2 ให้
นักวิจัยใส่ข้อมูลข้างต้นลงไปและคำนวณค่า Effect Size 
ในกรณีนี้ได้ค่า Effect Size เท่ากับ 0.8777877 และ 3) 
นำค่า Effect Size ที่คำนวณได้ไป ใส่ในช่อง Effect Size 
d รายละเอียดดังตารางที่ 3 การคำนวณขนาดตัวอย่าง
สำหรับการวิเคราะห์ด้วย t-test และภาพที่ 1 
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ภาพที่ 1 ตัวอย่างการคำนวณ กรณีไม่ทราบ Effect Size แต่มีข้อมูลเบ้ืองต้น 
 

ตารางที่ 2 การประมาณค่าขนาดอิทธิพลท่ี Cohen ได้กำหนดไว้ 3 ขนาด คือ เล็ก กลาง และใหญ่ ท้ัง 6 ประเภท   
 

Statistical Methods Effect Size 
Small Medium Large 

Difference between two mean (t-test) 0.20 0.50 0.80 
Difference between many means (ANOVA) 0.10 0.25 0.40 

Chi-square (𝑥2) 0.10 0.30 0.50 

Pearson’s correlation coefficient 0.10 0.30 0.50 
Difference between correlation coefficient 0.10 0.30 0.50 
Linear multiple correlation coefficient 0.02 0.15 0.35 

ที่มา: (Buchner, 2010; Cohen, 1977) 
 

2. การใช้โปรแกรม G*Power 
โปรแกรม G*Power ได้ร ับการพัฒนาเมื ่อปี 

1996 ปัจจุบันเป็นเวอร์ชัน G*Power 3.1 ใช้โดยไม่ต้อง
เสียค่าลิขสิทธิ์ สามารถ download มาจากอินเทอร์เน็ต
ได้ ในการใช้โปรแกรม G*Power 3.1 (Faul et al., 2007, 
2009; Buchner, 2010) สามารถรองรับการวิเคราะห์

อำนาจการทดสอบ ได้ถึง 5 แบบ Cohen (1977) ระบุไว้
โดยการวิเคราะห์ทั้ง 5 แบบ คือ 1) การวิเคราะห์อำนาจ
การทดสอบก่อนการวิจัย (Priori Power Analysis) เป็น
การกำหนดขนาดตัวอย่างจากค่าอำนาจการทดสอบที ่
นักวิจัยต้องการ 2) การวิเคราะห์อำนาจการทดสอบหลัง
การวิจัย (Post Hoc Power Analysis) เป็นการประมาณ



วารสาร Mahidol R2R e-Journal ปีท่ี 12 ฉบับท่ี 2 ประจำเดือนพฤษภาคม-สิงหาคม 2568 
Received: July 5, 2023, Revised: May 23, 2024, Accepted: June 20, 2024 

http://doi.org/10.14456/jmu.2025.17 
 
 

35 
 

ค่าอำนาจการทดสอบจากขนาดตัวอย่างที่นักวิจัยใช้ใน
การว ิจ ัย ให ้ผลการว ิ เคราะห ์ถ ูกต ้องมากกว ่ าว ิธ ี 
Retrospective Power Analysis ท ี ่ ใ ช ้ ใ น โป รแกรม
สำเร็จรูปทางสถิติ(Statistical Package for the Social 
Sciences: SPSS) และโปรแกรมอื ่น ๆ ซ ึ ่งม ีข ้อตกลง
เบื้องต้นที่เป็นปัญหาหลายข้อ 3) การวิเคราะห์อำนาจการ
ทดสอบแบบประน ีประนอม (Compromise Power 
Analysis) เป็นการวิเคราะห์ที่ทำได้ทั้งก่อนและหลังการ
วิจัย โดยมีการกำหนดอัตราส่วนความน่าจะเป็นของความ
คลาดเคลื่อน (Error Probability Ratio) = q = a/p กรณี
การใช้ q = 1 แสดงว่านักวิจัยประกันการทดสอบโดยยอม
ให้เกิดความคลาดเคลื่อนในการทดสอบทั้งสองประเภทมี
ค่าเท่ากัน วิธีนีม้ีประโยชน์เมื่อผลการวิเคราะห์อำนาจการ
ทดสอบก่อนการวิจัยได้ขนาดตัวอย่างที่มีจำนวนสูงกว่า
ประชากรที่มีอยู่จริง นักวิจัยอาจใช้การวิเคราะห์อำนาจ
การทดสอบแบบประนีประนอม โดยกำหนดขนาด
ตัวอย่างสูงสุดตามที่เป็นจริง และกำหนดค่า q = 4 ซึ่ง
เป็นการยอมให้มีความคลาดเคลื่อนประเภทที่หนึ่งสูงมาก
เมื ่อเทียบกับประเภทที ่สองเนื ่องจากตัวอย่าง 4) การ
ว ิ เคราะห ์ความไว (Sensitivity Analysis)  เป ็นการ
วิเคราะห์ขนาดอิทธิพล (Effect Size) ที่เป็นจุดวิกฤติของ
ขนาดตัวอย่าง ค่าอำนาจการทดสอบและระดับนัยสำคัญ
ที่นักวิจัยกำหนด ซึ่งรับประกันได้ว่าผลการวิจัยมีอำนาจ
การทดสอบตามที่นักวิจัยต้องการ และ 5) การวิเคราะห์
เกณฑ์ (Criterion Analysis) ซึ ่งเป็นทางเลือกหนึ ่งของ
การวิเคราะห์อำนาจการทดสอบหลังการวิจัย เมื่อนักวิจัย
เห็นความสำคัญของระดับนัยสำคัญน้อยกว่าความสำคัญ
ของอำนาจการทดสอบ เช่น ในการทดสอบความกลมกลืน 
(Goodness of Fit Test) เป็นต้น สรุปขั ้นตอนการใช้
โปรแกรม G*Power ไว้ 5 ขั้นตอน ดังนี้ 1) การเลือกใช้
สถิติที่ใช้ในการทดสอบ/ข้อมูลของกลุ่มสถิติ ซึ่งแบ่งได้ 5 
กลุ ่ม ซึ ่งมีสถิติหลายวิธ ี เช่น สถิต ิ Exact, t-tests, F-
tests, Chi-square, z-tests, ANOVA, Correlation, 

Regression 2) เลือกข้อมูลสถิติที ่ใช้งาน 3) การเลือก
ประเภทในการวิเคราะห์อำนาจในการทดสอบ มี 5 
ประ เภทข ้ า งต ้น  เช ่น  เล ื อก  t-test Independent 
Samples จากกลุ่ม t-test 4) การป้อนข้อมูลสำหรับการ
ว ิ เคราะห ์  ในส ่วน input parameter และ 5) เล ือก 
Calculate ซึ่งสามารถ Download โปรแกรม G*power 
มาจากเว็บไซต์ผู ้พัฒนาโปรแกรม คือ Heinrich-Heine 
Universität Düsseldorf จาก 
http://www.gpower.hhu.de/en.html ภาพที่ 1 แสดง
หน้าจอเมื่อเริ่มใช้โปรแกรม G*Power 

 

ตัวอย่างการก าหนดขนาดตัวอย่างตามสถิติท่ีเลือกใช้งาน 
1) การค านวณขนาดตัวอย่างส าหรับการ

วิเคราะห์ด้วย t-test ซึ่งการศึกษานี้มีวัตถุประสงค์เพื่อ
เปรียบเทียบความแตกต่างของค่าเฉลี่ยสำหรับ 2 กลุ่มที่
เป็นอิสระต่อกัน ตัวแปรตามมีระดับการวัดอยู่ในมาตรา
อันตรภาคขึ้นไป (Interval or Ratio Scale) และตัวแปร
ต้นเป็นตัวแปรแบ่งกลุ่มมีระดับการวัดอยู่ในมาตรานาม
บัญญัติ (Nominal Scale) 

2) การค านวณขนาดตัวอย่างส าหรับการ
วิ เคราะห์ความแปรปรวนทางเ ดียว ( One-Way 
ANOVA) เป็นการทดสอบความแตกต่างของค่าเฉลี่ย 
เพื่อทดสอบปัจจัยที่ส่งผลต่อตัวแปรตามมีระดับการวัดอยู่
ในมาตราอันตรภาคขึ ้นไป ( Interval or Ratio Scale) 
และตัวแปรต้นเป็นตัวแปรเชิงกลุ่มมีระดับการวัดอยู ่ใน
มาตรานามบัญญัติหรือเรียงอันดับ (Nominal or Ordinal 
Scale) 

3) การค านวณขนาดตัวอย่างส าหรับการ

ทดสอบ Chi-square (𝒙𝟐) การทดสอบข้อมูลตาราง

การณ์จร (Contingency Table) ด้วย Chi-square (𝑥2) 
ในการทดสอบประกอบด้วย 1) Goodniess of Fit Test 
เป็นการทดสอบว่ามีรูปแบบการแจกแจงของชุดข้อมูล
หรือไม่ 2) การทดสอบความสัมพันธ์ของตัวแปรเชิง
ค ุ ณ ภ า พ  Independent Test (Association) เ ช ่ น 
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ต้องการทดสอบความสัมพันธ์ระหว่างตำแหน่งงาน และ
วุฒิการศึกษา และ 3) ข้อมูลที่ต้องการสำหรับการคำนวณ
ขนาดต ัวอย ่ างการทดสอบ Chi-square Degree of 
Freedom (df) คำนวณจาก df=(r-1)*(c-1) เมื ่อ r แทน 
จำนวนแถวข้อมูล และ c แทน จำนวนสดมภ์ของข้อมูลใน
ตาราง ซึ่งตัวแปรต้นและตัวแปรตามมีระดับการวัดอยู่ใน
มาตรานามบัญญัติ (Nominal Scale) เช่นเดียวกัน 

4) การค านวณขนาดตัวอย่างส าหรับการ
ทดสอบความสัมพันธ์ด้วยสถิติ Pearson’s Correlation 
การหาความสัมพันธ์ระหว่างตัวแปร 2 ตัวแปรตาม มีระดับ
การวัดอยู่ในมาตราอันตรภาคขึ้นไป (Interval or Ratio 
Scale) และตัวแปรต้นมีระดับการวัดอยู่ในมาตราอันตรภาค
ข้ึนไป (Interval or Ratio Scale) เช่นเดียวกัน 

5) การค านวณขนาดตัวอย่างส าหรับการ
ทดสอบด้วย Point Biserial Correlation (rpb) ในกรณี
ท่ีตัวแปรหน่ึงเป็นค่าต่อเน่ือง โดยมีระดับการวัดอยู่ในมาตรา
อันตรภาคขึ้นไป (Interval or Ratio Scale) และตัวแปร
หนึ ่งเป็นตัวแปรกลุ ่มที ่มี 2 กลุ ่ม (Dichotomous) และ
กำหนดค่าเป็น 0 และ 1 พารามิเตอร์ที่จำเป็นสำหรับการ
คำนวณขนาดตัวอย่าง สำหรับการทดสอบด้วย Point 
Biserial Correlation  

6) การค านวณขนาดตัวอย่างส าหรับการ
ทดสอบความแปรปรวนหลายทาง Multi Way ANOVA 
เพื่อทดสอบปัจจัยที่ส่งผลต่อตัวแปรตามมีระดับการวัดอยู่
ในมาตราอันตรภาคขึ ้นไป ( Interval or Ratio Scale) 
และตัวแปรเชิงกลุ่มระดับการวัดอยู่ในมาตรานามบัญญัติ
หรือเรียงอันดับ (Nominal or Ordinal Scale) 

7) การค านวณขนาดตัวอย่างส าหรับการ
ทดสอบการวิ เ คราะห์ ถ ดถอยพหุคูณ  (Multiple 
regression) เพื ่อทดสอบปัจจัยที่ส่งผลต่อตัวแปรตาม
ระดับการวัดอยู่ในมาตราอันตรภาคขึ้นไป (Interval or 
Ratio Scale) และตัวแปรเชิงกลุ ่มระดับการวัดอยู ่ใน
มาตรานามบัญญัติหรือเรียงอันดับ (Nominal or Ordinal 
Scale) 

ซึ ่งต ัวอย่างทั ้ง 7 ตัวอย่าง จะมีข ั ้นตอนที ่
คล้ายกัน นักวิจัยจึงได้สรุปขั ้นตอนการคำนวณขนาด
ตัวอย่างเป็น 5 ขั้นตอน ดังตารางที่ 3  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 



วารสาร Mahidol R2R e-Journal ปีท่ี 12 ฉบับท่ี 2 ประจำเดือนพฤษภาคม-สิงหาคม 2568 
Received: July 5, 2023, Revised: May 23, 2024, Accepted: June 20, 2024 

http://doi.org/10.14456/jmu.2025.17 
 
 

37 
 

                           
 

ภาพที่ 2 หน้าจอการเปิดโปรแกรม G*Power                           ภาพที่ 3 ตัวอย่างการคำนวณโดยใช้ t-test                
               
 
                       
 

 
 
 
 
 
 
 
 
 
 
 
 
 

ภาพที่ 4 ตัวอย่างการคำนวณโดยใช้ ANOVA                            ภาพที่ 5 ตัวอย่างการคำนวณโดยใช้ Chi-square (𝑥2) 
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ภาพที่ 6 ตัวอย่างการคำนวณโดยใช้ Pearson’s Correlation        ภาพที่ 7 ตัวอย่างการคำนวณโดยใช้ Point Biserial Correlation     
           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ภาพที ่8 ตัวอย่างการคำนวณโดยใช้ Multi Way ANOVA                    ภาพที่ 9 ตัวอย่างการคำนวณโดยใช้ Multiple regression 
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ตารางท่ี 3 ขั้นตอนการคำนวณขนาดตัวอย่างโดยใช้โปรแกรม G*Power 
 

ขั้นตอนที่ 1) t-test 2) One-Way 
ANOVA 

3) Chi-square 

(𝒙𝟐) 

4) Pearson’s 
Correlation 

5) Point Biserial 
Correlation 

(rpb) 

6) Multi Way 
ANOVA 

7) Multiple 
regression 

ขั้นที่ 1 เลือก Test Family t-test F-test 𝒙𝟐 test Exact t-test F-test F test 

ขั้นที่ 2 เลือก Statistical Test Means 
Difference 
Between Two 
Independents 
Means (Two 
Groups) 

ANOVA: Fixed 
Effects, 
Omnibus, One-
Way 

Goodness-of-fit-
test: 
Contingency 
Tables 

Correlation 
Bivariate Normal 
Model 

Correlation: 
Point Biserial 
Model 

Anova: Fixed 
Effects, Special, 
Mean Effects 
and Interactions 

Linear Multiple 
Regression: 
Fixed Model, R2 
Deviation From 
Zero 

ขั้นที่ 3 เลือก Type of Power 
Analysis 

A Prio: Compute Required Sample Size – Given α, Power and Effect Size 

ขั้นที่ 4 ใส่ค่าพารามิเตอร์ต่าง ๆ 
(ยกตัวอย่าง) 

Effect Size= 0.5 

α err prob=0.05 
Power= 0.95 

Effect Size= 
0.25 

α err prob=0.05 
Power= 0.95 
Number of 
Groups=4 

Effect Size= 
0.30 

α err prob=0.05 
Power= 0.95 
df df=(r-1)*(c-1) 
เมื่อ r=3, c=3 
df=(3-1)(3-1)=4 

Effect Size= 
0.30 

α err prob=0.05 
Power= 0.95 

Correlation 𝜌 
Ho=0 

Effect Size= 
0.30 

α err prob=0.05 
Power= 0.95 

Effect Size= 
0.25 

α err prob=0.05 
Power= 0.95 
Numerator df=8 
Number of 
Groups=4 

Effect Size= 0.15 

α err prob=0.05 
Power= 0.95 
Number of 
Predictors=4 

ขั้นที่ 5 กดปุ่ม Calculate Calculate Calculate Calculate Calculate Calculate Calculate Calculate 
ตัวอย่างที่ค านวณได ้ 210 280 207 138 111 372 129 

ตัวอย่างการค านวณแสดงดังภาพที่  ภาพที่ 3 ภาพที่ 4 ภาพที่ 5 ภาพที่ 6 ภาพที่ 7 ภาพที่ 8 ภาพที่ 9 

หมายเหตุ: ค่า Effect Size อ้างอิงในตารางที่ 2 ตามคำแนะนำของ (Buchner, 2010; Cohen, 1977) 
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ตารางท่ี 4 ตัวอย่างงานวิจัยที่ใช้โปรแกรม G*Power ในการคำนวณขนาดตัวอย่าง 
 

ชื่อนักวิจัย สถิติที่ใช้ทดสอบ ค่าพารามิเตอร์ ตัวอย่างที่ค านวณจาก
โปรแกรม G*Power 

รับบุญ ค้าไกล (2565) 1.Paired-sample t-test 1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.80 
3. ขนาดอิทธิพล (Effect Size) =0.70 

34 
(ใช้จริง 40) 

กัลย์วิสาข์ ธาราวร และ
คณะ (2565) 

Factor Analysis  
โดยวิเคราะห์ Chi-square 

1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.80 
3. ขนาดอิทธิพล (Effect Size) =0.80 

487 
(ใช้จริง 560) 

 

นภัสวรรณ ชนะพาล 
(2565) 

Dependent t-test 1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.80 
3. ขนาดอิทธิพล (Effect Size) =0.80 

23 
(ใช้จริงกลุ่มละ 30) 

ธรรมยุทธิ์ จันทร์ทิพย์ 
และ พรพรหม ชมงาม 
(2565) 

Multiple Regression Analysis 1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.95 
3. ขนาดอิทธิพล (Effect Size) =0.15 
4. จำนวนตัวแปรทำนาย = 5 

138 

กุลประภสสร์ รำพึงจิตต์ 
และ ภทรภร จ่ายพึง
(2565) 

Multiple Regression Analysis 1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.95 
3. ขนาดอิทธิพล (Effect Size) =0.02 
4. จำนวนตัวแปรทำนาย = 8 

118 

ปภัสสา ศักดิ์ศิริกุล 
(2564) 

Stepwise Multiple Regression 
Analysis 
 

1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.95 
3. ขนาดอิทธิพล (Effect Size) =0.15 
4. จำนวนตัวแปรทำนาย = 2 

107  
(ใช้จริง 400) 

ศิริญญา หล้าเต็น และ
คณะ (2564) 

t-test 1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.80 
3. ขนาดอิทธิพล (Effect Size) =0.80 

26 
(ใช้จริงกลุ่มละ 30) 

สุภาณี อินทน์จันทร์ 
(2564) 

1. Pearson’sCcorrelation 
Coefficient 
2. Multiple Regression 
Analysis 

1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.95 
3. ขนาดอิทธิพล (Effect Size) =0.15 
4. จำนวนตัวแปรทำนาย = 4 

129 
 

วรัญญ์ศิชา  
ทรัพย์ประเสริฐ และคณะ 
 (2564) 

1. Pearson’s Correlation 
Coefficient 
2. Chi-square 
 

1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.95 
3. ขนาดอิทธิพล (Effect Size) =0.30 

4. Correlation ρ H0 = 0 

138 
(ใช้จริง 156) 
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ชื่อนักวิจัย สถิติที่ใช้ทดสอบ ค่าพารามิเตอร์ ตัวอย่างที่ค านวณจาก
โปรแกรม G*Power 

กมลทิพย์ ธรรมนิตย์ถาวร 
และ แสงแข บุญศิริ 
(2563) 

1. t-test 
2. One-Way ANOVA 
3. Chi-square 

1. ระดับนัยสำคัญ (α) = 0.05 

2. ค่าอำนาจการทดสอบ (1 - β) =0.95 
3. ขนาดอิทธิพล (Effect Size) =0.40 
4. จำนวนตัวแปรทำนาย = 6 

132 

 

บทสรุป 
การใช้โปแกรมสำเร็จรูป G*Power ช่วยในการ

คำนวณขนาดตัวอย่าง นักวิจัยควรทำความเข้าใจข้อมูลที่
เกี่ยวข้อง ดังนี้ 1) การเลือกวิธีสถิติที่ใช้วิเคราะห์ข้อมูล
หรือการทดสอบสมมติฐาน นักวิจัยต้องเข้าใจวัตถุประสงค์ 
และสมมติฐานการวิจัย ซึ่งจะเป็นข้อมูลที่บ่งบอกถึงตัว
แปรที่สำคัญและระดับการวัดของตัวแปรแต่ละตัวแปร 
และ 2) การคำนวณขนาดตัวอย ่างโดยใช้สูตรที ่อิงกับ
หลักการวิเคราะห์ค่าอำนาจทดสอบ (Power Analysis) 
ของ Buchner (2010); Cohen (1977) นักวิจัยต้องศึกษา
ความรู้เพิ่มเติมในเรื่องต่อไปนี้ 2.1) ใช้สถิติอะไรในการ
วิเคราะห์ข้อมูล ใช้สถิติเปรียบเทียบหรือสถิติวิเคราะห์
ความสัมพันธ์ โดยพิจารณาจากวัตถุประสงค์การวิจัย หรือ
สมมติฐานการวิจัย 2.2) ระดับสถิติที่ใช้อยู่ในระดับไหน 
โดยพิจารณาจากสมมติฐานการวิจัย หรือพิจารณาจาก
ระดับการวัดของตัวแปรในนิยามศัพท์ และพิจารณาจาก
ระดับการวัดของตัวแปรในเครื่องมือ และ 2.3) ทำความ
เข้าใจกับความหมายของศัพท์เฉพาะที่จะต้องกำหนดค่า
ต่าง ๆ เพื่อแทนค่าลงไปในสูตรการคำนวณขนาดตัวอย่าง
โปรแกรม G*Power ประกอบด้วย ความคลาดเคลื่อน

ชนิดที ่ 1 (α) หรือค่าระดับนัยสำคัญ (α) หรือค่าช่วง

ความเชื่อมั่น (1- α) ค่าความคลาดเคลื่อนชนิดที่ 2 (β) 

หรือ อำนาจทดสอบ (1- β) และค่าขนาดอิทธิพล (δ) 
รวมทั้ง ค่าพารามิเตอร์ที่สำคัญของวิธีสถิติอื่น ๆ อีกด้วย 
ซึ่งโปรแกรมสำเร็จรูป G*Power สามารถช่วยให้นักวิจัย
กำหนดขนาดตัวอย่างได้อย่างรวดเร็ว มีความน่าเชื่อถือ 

และนักวิจัยสามารถดาวน์โหลดโปแกรมมาใช้งานได้โดย
ไม่มีค่าใช้จ่าย 
 

เอกสารอ้างอิง 
กมลทิพย์ ธรรมนิตย์ถาวร และ แสงแข บุญศิริ. (2563). 
 พฤติกรรมและแรงจูงใจของนักท่องเท่ียวชาวไทย
 กลุ่มเจเนอเรช่ันวาย ที่เดินทางมาท่องเที่ยววัด
 จุฬามณี จังหวัดสมุทรสงคราม. วารสาร
 มนุษยศาสตรส์ังคมศาสตร์และนวตักรรม 
 มหาวิทยาลยักาฬสินธุ์, 1(2), 17-32. 
กัลย์วิสาข์ ธาราวร, ทวิกา ตั้งประภา, และ อิทธิพัทธ์ สุว
 ทันพรกูล. (2565). การวิเคราะห์องค์ประกอบ
 เชิงสำรวจของศักยภาพทางนวัตกรรมของ
 นักเรียน ช้ันมัธยมศึกษาปีท่ี 4. วารสารสันติ
 ศึกษาปริทรรศน์ มจร, 10(5), 2215-2228. 
กุลประภสสร์ รำพึงจิตต์ และ ภทรภร จ่ายพึง. (2565). 
 ปัจจัยท่ีมีอิทธิพลต่อการมีส่วนร่วมของ
 ประชาชนในการดำเนินงานขององค์กรปกครอง
 ส่วนท้องถิ่นในจังหวัดนครปฐม. วารสาร
 การเมืองการปกครอง, 12(2), 98-110. 
ชนากานต์ บุญนุช, ยุวดี เกตสัมพันธ์, สุทธิพล อุดมพนธุรัก, 
 จุฬาภรณ์ พูลเอี่ยม, ปรีชญา พลเทพ, และ
 สมาชิก CoPวิจัย. (2554). เอกสารชุมชนนัก-
 ปฏิบัติ คณะแพทยศาสตรศ์ิริราชพยาบาล 
 มหาวิทยาลยัมหิดล. โรงพยาบาลศิริราช. 



วารสาร Mahidol R2R e-Journal ปีท่ี 12 ฉบับท่ี 2 ประจำเดือนพฤษภาคม-สิงหาคม 2568 
Received: July 5, 2023, Revised: May 23, 2024, Accepted: June 20, 2024 

http://doi.org/10.14456/jmu.2025.17 
 
 

42 
 

ชูศรี วงศ์รัตนะ. (2553). เทคนิคการใช้สถิติเพื่อการวิจยั. 
 (พิมพ์ครั้งที่ 12). ไทเนรมิตกิจ อินเตอร์ โปรเกรสซิฟ. 
ธรรมยุทธ์ิ จันทร์ทิพย์ และ พรพรหม ชมงาม. (2565). 
 กระบวนการตัดสินใจซื้อมีผลต่อความเช่ือม่ันใน
 การเข้าชมเทศกาล ดนตรีของวัยรุ่นในเขต
 กรุงเทพมหานคร. วารสารสุทธิปรทิัศน์, 36(3), 
 24-42. 
นภัสวรรณ ชนะพาล. (2565). รูปแบบการดำเนินงานการ
 จัดการภาวะซีดในเด็กนักเรียนระดับ
 ประถมศึกษาอำเภอแก้งคร้อ  จังหวัด
 ชัยภูมิ. วารสารศูนย์อนามัยที่ 9: วารสาร
 ส่งเสริมสุขภาพและอนามัยสิ่งแวดล้อม, 16(2), 
 565-580. 
บุญศรี พรหมมาพันธุ์. (2561). เทคนิคการวิจัยทาง
 สังคมศาสตร์. วังอักษร .  
ปภัสสา ศักดิ์ศิริกุล. (2564). อิทธิพลของการส่ือสารแบบ
 ปากต่อปาก (WOM) บนสื่อสังคมออนไลน์และ 
 ความไว้วางใจท่ีมีผลต่อความต้ังใจท่องเที่ยวใน
 ประเทศไทยในยุคโควิด-19 ระลอก 3 ของ
 ประชาชนในเขตกรุงเทพมหานคร. วารสาร
 มจร. อุบลปริทรรศน์, 6(3), 585-598. 
รับบุญ ค้าไกล. (2565). ผลของโปรแกรมการส่งเสริม
 สุขภาพต่อการจัดการความเครียดแบบ
 รายบุคคลผ่านระบบอินเตอร์เน็ตสำหรับผู้ป่วย
 โควิด-19 ในโรงพยาบาลสร้างคอมและ
 โรงพยาบาลเพ็ญจังหวัดอุดรธานี. วารสารการ
 พยาบาลสุขภาพและการศึกษา, 5(2), 34-41. 
วรัญญ์ศิชา ทรัพย์ประเสริฐ, สุรพล เมฆวณิชย์, กรกฎฤทธ์ิ-
 ประสม, สายันห์ ปัญญาทรง, ปาลิตา มาหาญ,  
 ปิยะธิดา อินทร์ประสงค์, พรนภา ปราบชมภู, 
 วรัญญา ถ่ินลําปาง, และ วันกวี เอี่ยมสุนทร 
 (2564). ความรอบรู้ด้านสุขภาพการทำบทบาท
 หน้าท่ีของครอบครัวและจิตสำนึกสาธารณะท่ีมี

 ต่อพฤติกรรมชีวิตวิถีใหม่ในการป้องกัน โรคติด
 เชื้อไวรัสโคโรนา 2019 ของครอบครัวเด็กวัย
 เรียนอำเภอเมืองจังหวัดชลบุรี. วารสารวิชาการ
 มหาวิทยาลยัปทุมธานี, 13(2), 108-124. 
ศิริญญา หล้าเต็น, กนก พานทอง, และยุทธนา จันทะขิน.  

(2564). ผลการใช้โปรแกรมประยุกต์แนวคิด
ของบลูมร่วมกับตัวแบบ Four I’s เพื่อเพ่ิม
ความสามารถการคิดวิเคราะห์สำหรับนักเรียน
ระดับ มัธยมศึกษาตอนต้น. วารสาร
สังคมศาสตรเ์พื่อการพัฒนาท้องถิ่น 
มหาวิทยาลยัราชภฏัมหาสารคาม, 5(3), 138-
147. 

สุภาณี อินทน์จันทร์. (2564). ปัจจัยที่ส่งผลต่อศักยภาพ
 ในการจัดทำบัญชีของกลุ่มวิสาหกิจชุมชนใน
 จังหวัดนครปฐม. วารสารวิทยาการจัดการ 
 มหาวิทยาลยัราชภฏันครปฐม, 8(2), 179-193. 
Buchner,  A. (2010). G*Power: users  guide- 

analysisby  design.Web  Page  of  
Heinrich-HeineUniversität -Institut für 
experimentelle Psychologie.Available  
from:  
http://www.psycho.uniduesseldorf.de/a
bteilungen/aap/gpower3, March 1, 2022. 

Cohen J. (1977). Statistical power for the 
 behavioral sciences. 2nd ed. Academic 
 Press. 
Faul, F., Erdfelder, E., Lang, A. G., & Buchner, A. 
 (2007). G* Power 3: A flexible statistical 
 power analysis  program for the social, 
 behavioral, and biomedical 
 sciences. Behavior research 
 methods, 39(2),  175-191. 



วารสาร Mahidol R2R e-Journal ปีท่ี 12 ฉบับท่ี 2 ประจำเดือนพฤษภาคม-สิงหาคม 2568 
Received: July 5, 2023, Revised: May 23, 2024, Accepted: June 20, 2024 

http://doi.org/10.14456/jmu.2025.17 
 
 

43 
 

Faul, F., Erdfelder, E., Buchner, A., & Lang, A. G. 
 (2009). Statistical power analyses using 
 G* Power 3.1: Tests for correlation and 
 regression analyses. Behavior research 
 methods, 41(4), 1149-1160. 
Krejcie, R. V., & Morgan, D. W. (1970). 
 Determining sample size for research 

 activities.  Educational and 
 psychological measurement, 30(3), 607-
 610. 
Yamane, T. (1973). Statistics, An Introductory 
 Analysis. 2nd Ed. Harper and Row. 
 
 

            


