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Abstract

Determining sample size is one of the important steps in research work. It affects the credibility
and results of research as well as application of results research results. G*Power is a free software used to
calculate the sample size. There are 5 steps in using the program which are: 1) Input the test family statistics
2) Input the statistics test 3) Specifying type of power 4) Input parameters to these programs are significance
level (confidence interval 1-Ql), type Il error (B) or power of a test (1- B), and effect size (), the estimation
of the influence size is defined in to three basic values (small, medium and large) and 5) calculation.

Therefore, understanding these points can help the researcher determine the appropriate sample

size, resulting in more valuable research results.

Keywords: G*Power; Sample size; Effect Size.; Power of test
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Statistical Methods

Scale Levels of Variables

Independent Variables

Dependent Variables

Comparison Methods

t-test Nominal Interval or Ratio

Analysis of Variance (ANOVA) Nominal Interval or Ratio
Association Methods

Chi-square Nominal Nominal

Pearson Product Moment Correlation Interval or Ratio

Multiple Regression Interval or Ratio (or mixed with
few Nominal Variables)
Multiple Logistic Regression Interval or Ratio or Nominal

(Categories)

Interval or Ratio

Interval or Ratio

Nominal (Dichotomous or Cateogories)
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B o157 = - O T
File Edit Wiew Tests Calculater Help
Central and noncentral distributions Protocol of power analyses
critical t =1.99547
Test family Statistical test
ttests ~ Means: Difference between two independent means (two groups) ~
Type of power analysis =] oL =
A priori: Compute required sample size — given o, power, and effect size ~ Mean group 1 -
Mean group 2 1
Input Parameters Cutput Parametars
Tail(s)  Two g MNoncentrality parameter & 3.6720494 5D o within each group 0.5
Determine == Effect size d O.B777ETT Critical t 1.9954689
- nl =n2
b 0.05 Df 58
Power (1-B err prob) 0.95 Sample size group 1 35
Allocation ratio N2 /N1 1 Sample size group 2 3s
SD o group 1 __2.1
Total sample size 70 L
Actual power 09515173 SDogroup 2
Calculate Effect size d 0.8777877
Calculate and transfer to main window
Close
el S AR S A Lemewne 1] m—

Auil 1 feenenisauin nsallamsu Effect Size unilveyailawmy

M99 2 MsUsEInuARUInEviswaT Cohen lafwiualy 3 vum Ao 1&n nane waglvey 119 6 Ussunm

Statistical Methods Effect Size

Small Medium Large
Difference between two mean (t-test) 0.20 0.50 0.80
Difference between many means (ANOVA) 0.10 0.25 0.40
Chi-square (X 2) 0.10 0.30 0.50
Pearson’s correlation coefficient 0.10 0.30 0.50
Difference between correlation coefficient 0.10 0.30 0.50
Linear multiple correlation coefficient 0.02 0.15 0.35

fan: (Buchner, 2010; Cohen, 1977)

2. Msllusunsy G*Power

TUsunsu G*Power 1o funiswamndiod
1996 Yaqtuiduesdu GPower 3.1 ulaglunas
Aupnaedns @1unse download wanduwesidin
1o lunslalusunsu G*Power 3.1 (Faul et al., 2007,

2009; Buchner, 2010) mmsmaa%’umﬁmswﬁ
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31as12v ludau input parameter wag 5)La8n
Calculate 3131150 Download TUsunsy G*power
waniulesgiaulusunsy e Heinrich-Heine
Universitat Dusseldorf 210

http://www.gpower.hhu.de/en.html AN 1 wana

yunaeilasulylusensy G*Power
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uagay Chi-square (X?) mﬁmaawymﬂamiw
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MsALEUTUSTENSALUS 2 faulsau Sseeu
mii’masﬂummwé’ummﬂﬁﬂﬂ (Interval or Ratio
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FlU (Interval or Ratio Scale) e

5) N1SATUAIUIUIAAIDEI9A1ATUNS
NAFaUAIY Point Biserial Correlation (rpb) Tunsel
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fuspndu 0 uaz 1 wisfiwesiisududmusunis
FUIIUIAR 19819 d1USUNISNAEUA Y Point
Biserial Correlation

6) NISATUIUIUIAAIDEIIEIRSUNS
NAFBUAINULUTUTIUNAIENI Multi Way ANOVA
ilennaeudadeiiamanafulsmuisziunsiney
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fiy G*Power3.19.7
File Edit View Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

Test family Statistical test

ttests ~ Correlation: Point biserial model

Type of power analysis

Input Parameters

Tail(s) | One v

Determine => | Effect size |p| 03
werr prob 0.05

Power (1-B err prob) 0.95

Output Parameters
Noncentrality parameter &

X-Y plot for a range of values

A priori: Compute required sample size - given &, power, and effect size

Critical t

Df

Total sample size

Actual power

Calculate

29 2 wueen1sidalusunsy G*Power

X-¥ plot for a range of values

fity, GPower3.1.97 - X
File Edit View Tests Calculator Help
Central and noncentral distributions  protocol of power analyses
critical F = 2.63731
0.6
0.4
02
5\ e e
o4 =7 T y r . === y .
0 2 4 & 8 10 12 14 16 18
Test family Statistical test
Ftests v ANOVA: Fixed effects, omnibus, one-way -
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size v
Input Parameters QOutput Parameters
Determine => Effect size f 025 Nencentrality parameter A 17 5000000
werr prob 0.05 Critical F 26373109
Power (1-B err prob) 0.95 Numerator df 3
Number of groups |4 Denominator df 276
Total sample size 280
Actual power 0.9509908

Calculate

29 4 fsgnanisanuiadlagly ANOVA
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¥ GPower3.18.7 - x
File Edit View Tests Calculstor Help

Central and noncentral distributions  Protocal of power analyses

critical t =1.97143

Test family Statistical test

Rrests “| | Means: Difference between two independent means (two groups) v
Type of power analysis

A priori: Compute required sample size - given o, power, and effect size w
Input Parameters Output Parameters ; .
Tallis) Two o Noncentrality parameter & | 3.6228442 |
Determine = Effect size d 0.5 Critical t 1 9:‘!4.\4?:
o err prob 005 of 208
Power (1= err DI'GDJ: MS: Sample size group | IDS:
Allocation ratio N2 /N1 1 Sample size group 2 105
Total sample size 210
Actual power | 0.9501287 |

I Calculate I

X-Y plot for a range of values

AN 3 AIp819NSAUILAYlY t-test

[ty G*Power 3197 - X
File Edit View Tests Calculator Help

Central and noncentral distributions  protocol of power analyses

critical x? =9.48773

50
Test family Statistical test
¥ tests ™ Coodness-of-fit tasts: Contingency tables ~
Type of power analysis
A priori: Compute required sample size - given o, power, and affect size v
Input Parameters Qutput Parameters
Determine => Effect size w 03 Noncentrality parameter A 18.6300000
o err prob 0.05 Critical x? 94877290
Power (1- err prob) 095 Total sample size 207
Df 4 Actual power 0.9506581

Calculate

X-¥ plot for a range of values

Al 5 fesnisauialagly Chi-square (x?)
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g GPower 3197 - X
File Edit View Tests Calculator Help

Central and nencentral distributions  Protocol of power analyses

ity G*Power3.1.9.7 - X
File Edit View Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

critical r =0.167188

critical t =1.55885

-0.2 -0.1 [ 0.1 0.2 03 0.4 0.5
Test family Statistical test Test family Statistical test
Exact | | Correlation: Bivariate normal model i ‘nests v ‘ |Corre\a(ion Point biserial model % ‘
Type of power analysis Type of power analysis
A priori: Compute required sample size - given «, power, and effect size = ‘A priori: Compute required sample size - given o, power, and effect size v ‘
Input Farameters Qutput Parameters Input Parameters Output Parameters
T} R L Y Tail(s) | One v Noncentrality parameter & 33133098
Determine => Correlation p HI b3 Upper critical £ 01671877 Effect size |o] 03 Critical t 16589535
werr prob 005 Total sample size 138 werr prob 005 DF 109
Power (1-B err prob) 0.95 ACtual power 0.9504014 Power (1-B err prab) 0.95 Total sample size m
Carrelation p HO [} Actual power LEEIIO

Options X-¥ plot for a range of values | X-Yplotforarange of values [ _Calcumte |

A 6 MegnansAnlagly Pearson’s Correlation AW 7 Megnansanuiadagly Point Biserial Correlation

iy G"Power3.1.5.7 - x i 6'Power 3107 - X
File Edit View Tests Calculator Help File Edit View Tests Calculator Help
Central and noncentral distributions  Protocol of power analyses Central and noncentral distributions  Protacal of power analyses.
critical F = 1.96358 critical F = 2.44477

8 L] 14
Test family Statistical test Test family Statistical test
F tests ~ | ANOVA: Fixed effects, special, main effects and interactions ~ Ftests ~  |Linear multiple regression: Fixed model, R? deviation from zera w
Type of power analysis Type of power analysis
A priori: Compute required sample size - given o, power, and effect size ~ A priori: Compute required sample size - given &, power, and effect size w
Input Parameters Output Parameters Input Parameters. _ Output Parameters
Determine = Effect size 0.25 Noncentrality parameter A 23.2500000 Determine => Effect size = 015 Noncentrality parameter A 153500000
o err prob 0.05 Critical F 1.9635823 o err prob 0.05 Critical F 24447662
Power (1-§ err prob) 085 Denominator df | 368 Power (1-f exr prob) 0.95 Numerator df 4
Numerator df L] Total sample size [ 372 1 Number of predictors 4| Denominator df 124
Number of groups 4 Actual power 0.9502291 Total sample size
Actual power

X-¥ plot for a range of values. I Calculate I X-Y¥ plot for a range of values
T

i 8 fheenamsinuadagly Muli Way ANOVA Al 9 sheesmssunalagly Multiple regression
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A15199 3 TURBUNNTAUINIUINAIB8NalnelYlUSHNTU G*Power

%v'uﬂauﬁ 1) t-test 2) One-Way 3) Chi-square 4) Pearson’s 5) Point Biserial 6) Multi Way 7) Multiple
ANOVA (xz) Correlation Correlation ANOVA regression
(rpb)
ﬁﬂxuﬁ 1 \den Test Family t-test F-test xz test Exact t-test F-test F test
Fufl 2 1don Statistical Test Means ANOVA: Fixed Goodness-of-fit-  Correlation Correlation: Anova: Fixed Linear Multiple
Difference Effects, test: Bivariate Normal  Point Biserial Effects, Special, Regression:

Between Two
Independents
Means (Two

Groups)

Omnibus, One-

Way

Contingency

Tables

Model

Model

Mean Effects

and Interactions

Fixed Model, R2
Deviation From

Zero

Jufl 3 ien Type of Power

Analysis

A Prio: Compute Required Sample Size - Given O, Power and Effect Size

Fuil 4 Tammnsfimesaa 9 Effect Size= 0.5 Effect Size= Effect Size= Effect Size= Effect Size= Effect Size= Effect Size= 0.15
(ndheens) O err prob=0.05  0.25 0.30 0.30 0.30 0.25 QL err prob=0.05
Power= 0.95 O err prob=0.05 O err prob=0.05 A err prob=0.05 A err prob=0.05 O err prob=0.05 Power= 0.95
Power= 0.95 Power= 0.95 Power= 0.95 Power= 0.95 Power= 0.95 Number of
Number of df df=(r-1)*(c-1) Correlation p Numerator df=8  Predictors=4
Groups=4 ija r=3, c=3 Ho=0 Number of
df=(3-1)(3-1)=4 Groups=4
i 5 ﬂmJ;:u Calculate Calculate Calculate Calculate Calculate Calculate Calculate Calculate
Fegneiiduanld 210 280 207 138 111 372 129
F20819MIAIUINUAAIAININT Al 3 Al 4 Al 5 2l 6 Al 7 2l 8 2 9

VUYLNR: ﬁ’] Effect Size mﬂ@ﬂumi’mﬁl 2 MUALUEINY84 (Buchner, 2010; Cohen, 1977)
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A15199 4 2987199113 NlUTRNSL G*Power TUNISATLINIUINAIBENG

d0RN L INAgaU

Amnsdimas

A9819NANUIURIN

Wsunsu G*Power

uygy A1lna (2565)

1.Paired-sample t-test

. sxautluddgy (Q) = 0.05
. mgwnanisvageu (1 - B) =0.80

. YUIABNSWE (Effect Size) =0.70

34
(934 40)

a8y 515175 ey

ALY (2565)

Factor Analysis

TneAAs1g% Chi-square

. sxautlpddgy (Q) = 0.05
-8 ansvageu (1 - B) =0.80

. WUIRBNSWE (Effect Size) =0.80

487
(3343 560)

UAAITIO TUENA
(2565)

Dependent t-test

. sautlvddgy (Q) = 0.05

.18 antsvageu (1 - B) =0.80

3. WWINBNSNa (Effect Size) =0.80

23

(wa3enauaz 30)

ﬁiill&mé Sunsiing Multiple Regression Analysis 1. sgAutludfny (Q) = 0.05 138
WAE WINTUL YUY 2. mMdanIsvagey (1 - B) =0.95
(2565) 3. Yundndwa (Effect Size) =0.15
4. uuklTYue = 5
Qa‘dsmaaé $riisdnn Multiple Regression Analysis 1. szAutlvddny (Q) = 0.05 118
uag Ansns et 2. g antsvageu (1 - B) =0.95
(2565) 3. Yundnswa (Effect Size) =0.02
4. uUAIUITVIIUEY = 8
Usiaan ﬁﬂéﬁ%qa Stepwise Multiple Regression 1. sydiusfuddy (Q) = 0.05 107

(3343 400)

(2564) Analysis 2. mMdanIsvagey (1 - B) =0.95
3. aumdnawa (Effect Size) =0.15
4. FUMLUIIUNG = 2
A naiiu wez t-test 1. szdiuildday (Q) = 0.05 26

Ay (2564)

. d1wnansnagaeu (1 - B) =0.80

3. YUnBNSNa (Effect Size) =0.80

(lwa3enquaz 30)

andl Sunuduns 1. Pearson’sCcorrelation 1. syautdeddny (@) = 0.05 129
(2564) Coefficient 2. mMsanIsvagey (1 - B) =0.95

2. Multiple Regression 3. WednSwa (Effect Size) =0.15

Analysis 4. iUy = 4
a”zgiﬁﬁm 1. Pearson’s Correlation 1. szautivdndny (Q) = 0.05 138

ningUseiasy wavae
(2564)

Coefficient

2. Chi-square

A W N

. ag1wnansnageu (1 - B) =0.95
. YUININTNA (Effect Size) =0.30

. Correlation P Hy = 0

(331 156)
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d0nN L nagau

AMmI513mes A9g19NIANUIRIN

Wsunsu G*Power

1. t-test
2. One-Way ANOVA

AUaNNe §33Uln80NT

UAT WAL YRYAS

1. seautludgy (Q) = 0.05

132

2. Aunan1sveaeu (1 - B) =0.95

(2563) 3. Chi-square 3. WWndnSna (Effect Size) =0.40
4. FuuFlTInug = 6
unasy warinIduaiunsaniulvanliunsudibyaulalee
9

mslulunsudnsagy G*Power waglunis

AMIWIRAIe1 Undfemsihanuilaveyad

ax i

Neves il 1) nsidenitadanlyiinsenveya

IensvedeuaNNAgIu UnIdeneuvilaingusyan

=

wazaunfgIunIve Jenduveyaiuaueni i

wUsNd1AgYLaZIZAUNTIATRIAILUTURBZAILYS
war 2) N13AUININIAR8e19laglygRTT B9y
NANNITILATITRANDIUIANAFOU (Power Analysis)

v
v a o

984 Buchner (2010); Cohen (1977) in338na9@ne
mmitﬁm@ﬂuﬁaw{dﬂﬁ 2.1) lyaddozlslunis
Ainrevoya TvadfTeudevnioaddiinsiza
audiius Tnefinnsanainiagussasanside vie
auufgIun1Ide 2.2) seduaddfilyegluseduluy
1R8N IIUIINANNAFIUNITITY NTONIITUIRN
seeumsTavessuusludonudnn uasfiansanain
szfunstrvasiauslueieclo uway 2.3) e
walafupnumngve a1z fiasn earvunan
A9 9 LﬁaLmuﬂ'waQVLUqummﬁv-ﬁ’ﬂmmumﬁqashq

TUsunsu G*Power Usznaunis AmILAAIALAG ou
yiad 1 () w3eanszaRutdfa (Q) n3aA1¥
Adesiu (1- Q) ArrnueaaAdeusilad 2 ()
wie s1unanaaay (1- B) uazarvurndnina ()
s prwsfimesfidfaueitadnay q Snaae
Felusunsuddasy G*Power annsngaglniiniss

AUUAYUIAF819bA 8819599157 TANuULY e

41

Tufielyane

LONE1591984

nuafing 5TTUTREANT UaY WAy YRS, (2563).
‘wqaﬂiiuLLasLw@ﬂmmﬁﬂﬁmLﬂ?iaamﬂwa
ﬂq'mLﬁ]LuaLi%’u’naﬁLaumnmviaaLﬁmi’m
Pl Amdnaynsaansiu. 375979
UYWEAIANTIANAIANTUAL U TN TN
M InenaenIwaug, 1(2), 17-32.

Naedan §15179, V1IN é’?ﬂ‘dizm, way Bvsins G
unsna. (2565). MTIATIEMBIAYsENEU
LF9ENTIVDIANININNUTANTTUVDS
Unidey Sussendnundit 4. 975575805
AnwUsnssemd uas, 10(5), 2215-2228.

naUsenaas idnn uay ansng Mefia. (2565).
Jadeiifidvsnananisiaiusiuves
Uszrwulumssidiuauvesesmnsunases
éauﬁaaﬁuiuﬁmi’mﬂsﬂgu. 275879
nsidesnIsunAses, 12(2), 98-110.

PUINUR YRy, 43R LNAFTUS, qviswa gaumugin,
a;mmnj wavﬁlam, U WALV, LAz
@113 CoPAd. (2554). tenarsyuyuiln-
U madsunmemansasIvne1uIa

U INGIaEUTAG. 15INEIUIAATTIY.
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