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Abstract

The research objective was to study and investigate the quality of Thomas tomato by analyzing

the color parameters of the RGB system by Deep learning of Neural Network. The tools used in the

research were (1) Matlab2018 and (2) Photo with 100x100 pixel lighting control box. The research uses

a sample of the Thomas tomato of Royal Project Foundation. The data set comprises 450 images that

can be categorized into three groups; Green, Red and Mature Red respectively. The results show high

accuracy achievements at 94.07%. The algorithm developed herein can be further integrated in a

computer vision system for use in automated food manufacturing machinery.

Keywords: Quality Inspection, Image Processing, Matlab
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