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ABSTRACT

Background: Lumbar spine radiography plays an important role in routine use for 
clinical practice in overweight and obese patients. The radiographer is responsible 
for setting suitable exposure factors for the tradeoffs between radiation dose and 
image quality (IQ).

Objective: To investigate the effect of different kVp values combined with AEC used 
on radiation dose and IQ for routine lumbar spine radiography in overweight and 
obese patients.

Materials and methods: A 1.5 and 3 cm thickness of frozen pork lard was placed 
on a pelvis phantom to simulate an overweight and obese patient, respectively. 
The phantom was imaged at 10 kVp intervals in combination with AEC used. For IQ 
evaluation, CNR and SNR were calculated, and the observer study was determined 
using visual grading scores (VGS) with a 5-point Likert scale. The radiation dose was 
measured using a DAP meter, and then the figure of merit (FOM) was calculated.

Results: SNR and CNR for both AP and lateral projection showed a slightly decreasing 
trend when kVp increased in all groups. The DAP values decreased when the higher 
kVp was selected with AEC used in each group. The VGS by five radiographers 
showed good image quality in all groups, while the FOM at 100 and 109 kVp was 
the highest score for both AP and lateral projections.

Conclusion: The optimal kVp setting in this study ranged from 100 to 109 kVp in 
combination with AEC used, indicating minimal radiation dose, while maintaining 
diagnostic IQ.

Journal of Associated
Medical Sciences
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Introduction
	 The number of overweight and obese people has 
increased dramatically in recent years. The World Health 
Organization (WHO) stated that 13% of the world’s adult 
population was obese, with the global prevalence of 
obesity increasing 3-fold between 1975 and 2016.1 Obesity 
is categorized as one of the most serious public health 
issues, impacting the increased risk of numerous diseases 
and reducing life expectancy.2 Medical examinations and 
procedures, including radiography, play a significant role 
in the diagnosis, treatment, and care of obese patients.3 

Radiographic imaging procedures in overweight and 
obese patients present practical challenges because of 
the increased radiation dose required, as well as reduced 
image quality.4 The attenuation of the X-ray beam, scatter 
radiation, and long exposure times result in motion artifacts 
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München, Germany) and  a gadolinium oxysulfide (GADOX) 
based DR detector (VIVIX-S, Vieworks Co., Ltd., Gyeonggi-do, 
Korea) were used for image processing. Quality assurance 
tests for the X-ray units and the detector were conducted 
routinely including the consistency of AEC. 
	 In this experimental study, we set up the phantom 
into 3 groups: normal, overweight, and obese group. In 
the normal group, an anthropomorphic pelvis phantom 
(RS-113T, Radiology Support Devices, Inc., CA, USA) was 
used to image radiographs. The phantom was positioned 
in supine and lateral positions with 20x43 cm for the AP 
view and 25x43 cm for the lateral view of beam collimation 
sizes with 12:1 grid ratio. The central ray was centered at 
a point at the level of the 3rd lumbar vertebral body and 
the SID was set at 100 cm for all images. For the lateral 
projections, the phantom was turned to its left side until 
the midcoronal plane of the phantom was at 90 degrees 
to the image receptor. Experimental images were taken 
across a range of kVp settings in combination with the use 
of a central AEC chamber, starting with the 70 kVp and 
increasing to 109 kVp at  approximately 10 kVp intervals.
	 Simulation of overweight and obese patients was 
achieved by placing 1.5 cm and 3 cm thick layers of 
frozen pork lard on the frontal and lateral aspects of the 
phantom, respectively (Figure 1). The CT scan (Philips 
Medical Systems, Cleveland, USA) was performed to 
measure CT density measurements for validation of the 
frozen pork lard which uses as stimulating abdominal fat. 
Our result data of CT density of frozen pork lard was -112 
HU, indicating a similar tissue density of human fat.9 

during radiographic examination.5,6 More adipose tissue 
in overweight and obese patients leads to poor photon 
penetration, resulting in high quantum noise.7 Therefore, 
it becomes critical to optimize exposure parameters within 
the framework to be as low as reasonably achievable 
(ALARA), while the compromise between radiation dose 
and image quality needs to remain consistent with the 
diagnostic purpose.
	 Lumbar spine radiography plays a vital role in routine 
clinical practice, and it can assist the doctor to assess 
damage to the lumbar bone. However, lumbar spine 
radiography is conducted at the highest collective dose, 
with higher radiation-induced cancer risk compared with 
other X-ray examinations. Using high-exposure parameters 
(i.e., tube voltage and tube current) delivers increased 
radiation doses in lumbar spine radiography, with many 
X-ray photons penetrating the human body.8 Therefore, 
it is necessary to understand and optimize the exposure 
parameters for lumbar spine radiography by keeping the 
radiation dose as low as possible while not diminishing the 
image quality. 
	 In this study, we aimed to optimize the exposure 
parameter of lumbar spine radiography in the DR imaging 
system for overweight and obese patients by increasing 
the X-ray tube voltage in combination with the use of 
automatic exposure control (AEC).

Materials and methods
Experimental Setup, Imaging Acquisition, and Phantom
	 A general radiographic unit (SIEMENS Multix TOP, 

Figure 1. The experimental set-up. A: with 3 cm slices of frozen pork lard placed on the pelvis phantom, 
B,C: The ROIs were drawn on the image of AP and Lateral lumbar spine, respectively
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Radiation Dose Measurement 
	 The dose area product (DAP) was measured by  
attaching a DAP meter (VacuDAP™; VacuTec Meßtechnik 
GmbH, Dresden, Germany) to the center of the radiographic 
tube.

Image quality evaluation
The signal-to-noise ratio (SNR) and contrast-to-noise ratio 
(CNR)
	 The images were evaluated by calculating  the SNR 
and CNR by using the ImageJ software.10 All the ROIs must 
have the same size and be placed at the same location 
for all the images. An object and a background region of 
interest (ROI) were determined to obtain SNR and CNR. 
The object ROIs of the frontal view contained 4 individual 
areas, each of which covered the vertebral regions of L4 
and L5 respectively. The background ROIs of the AP view 
contained 4 areas, covering soft tissue regions on either 
side (left and right) of the intervertebral joints L4/L5, and 
L5/S1 but excluded areas of the transverse processes 
(Figure 1B). For the lateral view, the object ROIs of the 
frontal view contained 3 individual areas, each of which 
covered the vertebral regions of L3, L4, and L5 and the 
background ROI contained 3 areas that covered soft tissue 
regions and anterior to the vertebral body (Figure 1C). The 
SNR and CNR were calculated using the following Equation 

1 and 2.11

 
	 SNR =   σobject

Average pixel value of object
		    (1)

	 CNR =   σ
Pixel value object - Pixel value background   (2)

	 furthermore,  σ is calculated as   where SD1 
is the standard deviation for the ROIObject and SD2 is the 
standard deviation of the ROIBackground.

11 

Observer study: Visual Grading Score (VGS)
	 The images were assessed by 5 radiographers, each 
which a range of 3-10 years of experience. Observers were 
blinded to the exposure parameter used for each image, 
which were displayed in randomized order. Thirty images 
of the lumbar spine in each group were created, including 
15 radiographs of AP projection and 15 radiographs of 
lateral projection. The images were evaluated on the same 
diagnostic monitor using INFINITT software (distributed 
by THAI GL CO., LTD., Bangkok, Thailand). All radiographs 
were assessed on a five-point Likert scale according 
to the criteria listed in the European guidelines.12 The 
image quality criteria and the rating on the scale were 
demonstrated in Table 1. 

Table 1. Anatomical criteria of lumbar spine and scoring scale
 Part and Projection 

AP (anteroposterior)
Lumbar Spine

Visually sharp reproduction of the:
•	Upper and lower-end plate surfaces.
•	Pedicles.
•	Cortex/trabecular patterns.
Reproduction of the:
•	 Intervertebral joints.
•	 Spinous and transverse processes.
•	 Sacro-iliac joints

Lateral
Lumbar Spine

Visually sharp reproduction of the:
•	Upper and lower-end plate surfaces.
•	Cortex/trabecular patterns.
Reproduction of the:
•	Pedicles and intervertebral foramina
•	 Spinous processes
Full superimposition of the posterior vertebral edges

Visual grading scale 1 = Not visible
3 = Acceptable visibility
5 = Very good visibility

2 = Probably not visible
4 =  Good visibility
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Optimization: Figure of Merit (FOM)
	 In this study, the FOM was calculated to correlate our 
finding of DAP and CNR. With CNR and DAP, it can calculate 
the FOM, which is described as follows: 13

	 FOM =   DAP
CNR2 				    (3)

Statistical Analysis
	 The results were compared using an ANOVA-like test 
by using the GraphPad Prism software (GraphPad, La Jolla, 
CA, USA) for statistical analyses. A P value less than 0.05 
was considered to indicate a statistically significant difference. 
The degrees of the agreement were assessed using the  
intraclass correlation coefficient (ICC) and the results were 
considered significant at the 95% confidence level by using 
SPSS Software Version 17.00 (SPSS, Inc., Chicago, IL, USA). 
According to criteria to evaluate the ICC, the value of less 
than 0.4 represents  poor interobserver agreement, 0.40-0.59 

represents fair agreement, 0.6-0.74 represents good 
agreement and 0.75-1.00 indicates excellent agreement.14

Results 
SNR and CNR
	 The resulting SNR and CNR for AP and lateral view 
of the lumbar spine are shown in Figure 2 with the  
corresponding values for the normal, overweight, and 
obese groups. The SNR and CNR, in both AP and lateral 
projection, were slightly decreased in all groups when 
higher kVp was applied. The SNR of the obese group was 
significantly lower when compared with the normal group 
(P<0.001). Furthermore, there were no significant differences 
in the CNR among the three groups at the same tube  
voltage in the AP projection.  For comparisons of CNR between 
the obese and normal group in lateral projection, CNRs 
were significantly superior when increasing tube voltage 
in lateral projection (p<0.001).
﻿

Figure 2. SNR and CNR of lumbar spine radiography. A,B: AP projection, C,D: lateral projection.

DAP and Image Quality Score 
	 The results of DAP values are shown in Figure 3(A,C). 
 For AP projection, the DAP ranged from 62 to 119 µGym2 
in the normal group, 75 to 146 µGym2 in the overweight 
group, and 85 to 163 µGym2 in the obese group. For  
lateral projection, the DAP ranged from 117 to 231 µGym2 

in the normal group, 144 to 279 µGym2 in the overweight 
group, and 259 to 500 µGym2 in the obese group. Overall, 
for both projections, the DAP values gradually decreased, 
indicating a decrease in radiation doses, when the higher 
kVp values were used. 
	 The average of the VGS of the AP and lateral lumbar 

spine in various kVp used is shown in detail in Figure 
3(B,D). The mean image score of the lumbar spine in each 
group and in various kVp ranged from 3.6 to 4.5 and no 
observer scored the images as less than 3 on the 5-point 
rating scale, indicating that all of them agreed to accept 
image visibility. Moreover, the result demonstrated there 
was no significant difference in an overall subjective image 
quality when using the higher kVp values (p>0.05). 
	 Moreover, the ICC values were below 0.4 in both AP 
and lateral projections. It can be noted that there was no 
correlation in the results, indicating poor agreement.
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The Figure of Merit (FOM)
	 For the AP projection, the highest FOM was at 109 
kVp for the normal and overweight groups, and 100 kVp 
for the obese groups  (Figure 4A). However, there was no 
statistical difference between 100 and 109 kVp for AP 
projection in all groups. For the lateral projection, 90 kVp 
provided the highest FOM in the overweight group (Figure 

4B). Moreover, 100 and 109 kVp provided the highest FOM 
in the obese group, while 70 kVp provided the highest 
FOM for the normal group. In both projections of the 
lumbar spine, AP and lateral, FOM values increased as kVp 
increased, except in the lateral projection of the normal 
group. However, the FOM of the lateral projection in the 
normal group had no statistical difference in each kVp.

Figure 3. DAP values and Image Quality Score of  lumbar spine radiography. A,B:  AP projection, C,D: lateral projection.

Figure 4. The figure of merit (FOM)
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Discussion
	 This study has investigated the effect of increasing 
the kVp values in combination with AEC used for producing 
routine lumbar spine radiography for overweight and 
obese patients using a DR imaging system. 
	 The  overweight and obese groups, in this study, were 
categorized by waist circumference (WC). The 1.5 and 3 
cm. thickness of frozen fat lard was placed on a phantom 
pelvis to simulate the difference in AP abdominal diameter 
for the overweight and obese groups, respectively. The 
WC is correlated with abdominal fat,15 and represents a 
valuable, convenient, and simple measurement method to 
quickly identify the risk factors and morbidity of obesity-
related diseases.16,17 The  WC is a more suitable and simple 
body measurement method for obese patients than body 
mass index (BMI) because high WC reveals that patients 
have high central obesity.18 
	 For dose measurement, results showed that the 
radiation dose delivered to patients by DAP measurement 
was suitable, and provided a good estimate of the total 
radiation energy delivered during a procedure, being 
directly related to the amount of radiation produced by the 
X-ray tube.19 Our results showed DAP reduction when using 
high kVp, concurring with previous research reporting that 
DAP decreased at higher kV and copper filtration.20  Further 
studies should be conducted to determine other factors 
affecting DAP such as radiographers’ experience and type 
of X-ray machine used. Moreover, in obese patients need 
higher kVp to increase photon energy for passing through 
the patient’s body resulting in more back scatter radiation 
occurred. Further study should consider the back scatter 
factor (BSF) added to the patient dose. 
	 Tube voltage (kV) and tube current (mA) control 
the quantity of radiation, while the amount of radiation 
delivered is the product of mA and exposure time or 
milliampere seconds (mAs) and affects the noise. Using 
AEC detected mAs rather than kVp and can controlled 
the noise in the DR image receptor at a minimal level. In 
this study, AEC was used for exposures and lead to the 
adjustment of the mAs to obtain a constant radiation 
dose level.  Moreover , the AEC was used as a method 
for the termination of radiation exposure, while AEC is 
also commonly used for performing routine projections 
in lumbar spine radiography examinations in clinical 
practice.21 
	 This study had several limitations. Firstly, only one 
type of DR system was investigated, therefore the result 
may not be representative of other systems. Secondly, 
fat was simulated using frozen pork lard, which does not 
fully represent the distribution of human fat in overweight 
and obese patients. This study investigated only one 
parameter (kVp setting), and other parameters such as 
SID or additional filters should also be considered. The 
radiation dose used in this study (DAP) does not account 
for the BSF which influences on patient dose. However, 
DAP is an uncomplicated radiation measurement and 
could be used for determination as well as the calculation 
of the entrance skin dose.22  Lastly, the ICC was not 
satisfactory for the evaluation of inter-rater reliability 

	

	

	

	

	

	

	  

	

	

 

and  demonstrated  poor  interobserver  agreement  for
both  AP  and  lateral  projections  (ICC<0.4).  The  observers
had varying skill levels (experience 3-10 years) and were
not  trained  before  performing  image  ratings.  In  future
studies, practice and training should be conducted for the
observers before image grading.

  In  conclusion,  this  study  finding  suggested  the
potential  of  using  high  kVp  combined  with  AEC  used  for
lumbar  spine  radiography  imaging  in  overweight  and
obese patients using the DR system. Our data suggested
that  utilization  of  100-109  kVp  in  combination  with  the
use of AEC gave the optimal lumbar spine image in terms
of  minimal  radiation  dose  and  good  image  quality  for
overweight and obese patients. The DAP decreased in both
AP and lateral projections, while VGS had good visibility at
higher kV values.
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ABSTRACT

Background: Detection and classification of microcalcifications in breast tissues is 
crucial for early breast cancer diagnosis and long-term treatment.

Objective: This paper aims to propose a robust model capable of detection and 
classification of breast cancer calcifications in digital mammogram images using 
Deep Convolutional Neural Networks (DCNN).

Materials and methods: An expert breast radiologist annotated the 3,265 clinical 
mammogram images to create a comprehensive ground truth dataset comprising 
2,500 annotations for malignant and benign calcifications. This dataset was utilized 
to train our model, a two-stage detection system incorporating a Region-based 
Convolutional Neural Network (RCNN) with AlexNet and support vector machines 
to enhance the system’s robustness. The proposed model was compared to the 
one-stage detection, utilizing YOLOv4 combined with the Cross-Stage Partial  
Darknet53 (CSPDarknet53) architecture. A separate dataset of 504 mammogram 
images was explicitly set aside for model testing. The efficacy of the proposed 
model was evaluated based on key performance metrics, including precision, recall, 
F1 score, and mean average precision (mAP).

Results: The results showed that the proposed RCNN-2 model could automatically 
identify and categorize calcifications as malignant or benign, outperforming the 
YOLOv4 models. The RCNN-2’s overall effectiveness, as evaluated by precision, recall, 
F1 score, and mean average precision (mAP), achieved scores of 0.82, 0.85, 0.83, 
and 0.74, respectively.

Conclusion: The proposed RCNN-2 model demonstrates very effective detection 
and classification of calcification in mammogram images, especially in high-dense 
breast images. The performance of the proposed model was compared to that of 
YOLOv4, and it can be concluded that the proposed RCNN model yields outstanding 
performance. The model can be a helpful tool for radiologists.

Journal of Associated
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Introduction 
	 Breast cancer is one of the most common cancers 
and has the highest mortality rate among women 
worldwide. In 2022, the World Health Organization (WHO) 
reported that the first rank of new cancer cases in Thai 
women was breast cancer, with 21,628 patients (23.2%) 
and the second-highest cause of death in the same year.1 

Mammography is a crucial medical imaging technique 
and the gold standard for breast cancer detection.2 Digital 
mammography, which replaces screen-film technology, 
provides superior images.3-5 Its widespread use in breast 
cancer screening and diagnosis has significantly contributed 
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Materials and methods 
	 This research is a retrospective diagnosis that 
received approval from the Institutional Review Boards 
(IRB) of two hospitals that provided digital mammogram 
images. Due to the retrospective nature, informed 
consents from patients were waived. Mammogram 
images from two hospitals were merged to strengthen the 
learning model’s robustness. Patient demographics and 
pathological data were extracted from electronic medical 
records (EMR). The process consists of data preparation, 
model construction, and performance evaluation. 

Data preparation
	 Three thousand two hundred sixty-five clinical 
mammogram images were collected from January 1, 2018, 
to December 31, 2019. The dataset comprises Mediolateral 
Oblique (MLO) and Craniocaudal (CC) views for each breast. 
Breast density categories, routinely assigned by radiologists 
in standard clinical workflows using the BI-RADS system, 
were retrieved from mammography reports.25,26 Malignant 
calcifications on mammograms, identified and reviewed by 
radiologists with histopathological confirmation through 
biopsy, were also utilized as ground truth. Patients lacking 
histopathological data were excluded from the research. 
	 The first step was manually removing artifacts from 
the images, such as location markers and views. Regions 
of Interest (ROIs) were defined and extracted from MLO 
and CC views. The ROIs of suspicious areas were manually 
cropped according to the distribution of calcifications, and 
adjustments were made to ensure that all relevant areas 
were included. ROI criteria were derived from radiological 
and pathological reports executed by expert breast 
radiologists. Each ROIs was saved as a new image with 
227x227 pixels. These ROIs were labeled as one of three 
categories: malignant calcification, benign calcification, or 
normal breast tissue. The number of ROIs per image could 
range from one to four. A total of 5,000 ROI images were 
generated, consisting of 2,500 ROIs identified as malignant 
calcifications, 1,250 as benign calcifications, and another 
1,250 as normal breast tissue. Examples of ROIs for each 
category are shown in Figure 1(a).

to early detection, reducing breast cancer mortality by 
40%.6-8 Microcalcification is an early indicator of breast 
cancer, identified as bright, white spots or dots on the 
breast tissue in mammography images.9,10 Malignant 
calcifications are usually smaller and typically range from 
<0.5-1 mm.
	 In contrast, benign calcifications are generally more 
extensive, with a more defined and coarse appearance.11-13 

However, breast density influences the diagnostic 
sensitivity and efficacy of mammography.14,15 The Breast 
Imaging Reporting and Data System (BI-RADS), developed 
by the American College of Radiology (ACR), indicates 
that high-dense breast tissue significantly impacts 
mammography’s sensitivity and diagnostic accuracy.16-18 

	 Artificial intelligence powered by deep learning 
with the convolutional neural network (CNN) has 
been widely applied in medical imaging.19 They enable 
automatic and adaptive feature learning across low to 
high-level complexity patterns across spatial levels.20,21 In 
Thailand, numerous studies have utilized CNNs for the 
classification of breast cancer in various breast imaging. 
For instance, Aphinives et al. explored AI development 
using free-trial services to detect microcalcifications in 
mammography.22 Additionally, Intasam et al. investigated 
deep learning models for classifying mammograms as 
benign or malignant.23 Recently, Labcharoenwongs et al. 
developed an automated breast tumor detection and 
classification system using deep learning techniques 
based on the computerized analysis of breast ultrasound 
images.24 Despite these advancements, targeted research 
on detecting and classifying microcalcifications remains 
relatively limited, especially in high-density breast tissues.
	 Therefore, this study aims to propose a robust model 
capable of detecting and characterizing breast cancer 
calcifications in digital mammogram images using Deep 
Convolutional Neural Networks (DCNN) by developing a 
two-stage network architecture utilizing authentic clinical 
breast images in various formats, coupled with critical 
parameter adjustments. The model was compared with a 
one-stage network to determine the most suitable method 
for detecting and classifying breast cancer calcifications in 
digital mammography for Thai women.

Figure 1. Example of ROI in three different classes. (a): ROIs for each category, 
(b): Three sets of generated data from ROIs for training CNN.
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	 The next step was to generate data from ROIs for 
training CNN using grayscale normalization, binarization, 
and logical AND operation to obtain grayscale images, 
binary images, and filtered images that represent 
potential real-life scenarios in mammogram imaging, 
as shown in Figure 1(b). For grayscale normalization, 
ROI images were transformed and normalized into 
grayscale with an intensity range between 0 and 1 to 
ensure consistency and remove variations in intensity 
scaling, allowing us to focus on structural attributes and 
intensity fluctuations within the breast tissue that are 
crucial for detecting abnormalities. For binarization, ROI 
images were converted to binary images using adaptive 
thresholding. The foreground polarity was used to specify 
that the desired foreground (object) is brighter than the 
background. A threshold value was estimated by setting 
the sensitivity parameter to 0.5. Any pixels surpassed this 
threshold value were set to 1 (white), while others were 
set to 0 (black). These binary images facilitate feature 
extraction and region-based analysis. For logical operation, 
the AND operator was applied to each grayscale ROI 
image and a binary image to produce a filtered grayscale 

image that highlighted lesions and minimized background 
distractions. This method helped sharpen lesion visibility, 
reduces noise, and preserves essential intensity details 
for better analysis. Consequently, each dataset comprised 
5,000 ROI images.
	 The final stage was to create a ground truth dataset 
for training and evaluating the proposed and comparative 
models. To establish the ground truth dataset, 2,500 
bounding boxes were drawn on 883 mammogram images 
displaying malignant features and annotated on 552 
images identified with benign features. Each mammogram 
image may contain up to four bounding boxes. Expert 
breast radiologists supervised this entire process.

Model construction
	 The proposed model is a two-stage detection system 
based on RCNN using AlexNet as the base network, as 
shown in Figure 2. All computations were performed by 
MATLAB version R2022a on a personal computer (CPU: 
Intel Core i7, RAM: 24 GB RAM, NVIDIA 64-bit operating 
system). A five-fold cross-validation was employed to 
evaluate and select the model. 

Figure 2. CNN backbone architecture.

	 AlexNet was first trained by 4000 cropped ROI images 
that were resized to 227x227 pixels for the input layer to 
improve the classification accuracy. These input data were 
fed to convolutional layers deploying 96 and 256 kernels 
for the initial feature map that were enhanced with max 
pooling and normalization techniques in the first and 
the second layers. Then, feature analysis was performed 
through successive convolutional layers, utilizing 384 
kernels without pooling until the final convolutional layer. 
The final convolutional layer was constructed by utilizing 
256 kernels. The flattening was used to convert the 
2-dimensional arrays obtained from max pooling into a 
vector. The vector was fed to the fully connected layer. The 
network’s final layer was customized to distinctively craft 
for three classes: malignant, benign, and normal tissue. 
The learning rates were increased for quicker adaptation 
to mammogram data. 
	 A five-fold cross-validation process was employed. 
AlexNet models 1 through 5 represented each model built 
from each validation cycle, where the model performances 
were evaluated from randomly segmented data. The 
AlexNet model that demonstrated the highest diagnostic 
precision was chosen as the base network of the RCNN 
framework, ensuring comprehensive validation against 
various data patterns and potential anomalies. 

	 Among the 5,000 ROI images in each dataset, 1,000 
were used as test data, and the remaining 4,000 ROI images 
were divided into a training set (80%) and a validation 
set (20%). The model with the highest performance was 
selected as the base network of the RCNN model. 
	 The proposed RCNN model for calcification detection 
and classification that consisted of two processes was 
constructed starting from using the edge box method27 to 
find the region proposals that might contain calcification 
and using AlexNet as a base network to classify each region 
proposal whether it is malignant or benign as shown in 
Figure 3. This figure shows the proposed two-stage model 
for detecting and classifying breast calcifications. The 
model begins with an edge box method to locate potential 
regions of interest (ROIs) or region proposals containing 
calcifications. These identified region proposals are then 
processed using AlexNet, which serves as the base 
network of the proposed RCNN model. The process starts 
with feature extraction layers, and the sequence involves 
five convolutional layers (Conv) applying filters to regions 
of interest (ROIs) to extract detailed features. The output 
of each layer feeds into the next, while Local Response 
Normalization (N) is applied after the first and second 
pooling layers to normalize the responses. Max pooling (P) 
is applied after the first, second, and fifth convolutional 
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layers to reduce their dimensionality and processed by 
ReLU activation functions. The extracted features are 
flattened and passed through multiple fully connected 
layers to synthesize the learned information. Finally, a 
Support Vector Machine (SVM) is integrated to enhance 
the classification accuracy by optimally separating the 
identified classes with maximum margins, significantly 
boosting the precision and robustness of the model. The 
process culminates in a softmax output layer that classifies 
the regions into malignant or benign categories, clearly 
depicting the classification results. The proposed RCNN 
model was trained with 2,888 images of the whole breast 
randomly selected from the ground truth dataset. The 
remaining 377 images of the entire breast were used as 
test data. 
	 For comparison, the one-stage network model 
utilizes You Only Look Once version 4 (YOLOv4), known 
for its efficient one-stage object detection was also 

implemented. It incorporated the Cross-Stage-Partial-
connections Darknet-53 (CSPDarknet53), a 53-layer CNN 
that used residual connections and Leaky ReLU activation 
to improve training efficiency and accuracy. YOLOv4 was 
trained and tested using the same ground truth dataset, 
ensuring a consistent basis for comparison. 
	 The proposed RCNN model and YOLOv4 were 
trained to utilize the same ground truth dataset. Critical 
hyperparameters such as learning rate, batch size, and 
epochs were meticulously optimized to enhance model 
performance. This optimization developed distinct 
configurations: RCNN Models 1 and 2 and YOLOv4 Models 
1 and 2. Specifically, RCNN Model 1 and YOLOv4-1 shared 
hyperparameters with a learning rate 0.001, a batch size 
of 128, and 50 epochs. Conversely, RCNN Model 2 and 
YOLOv4-2 were configured with a learning rate 0.0001, 
maintaining the same batch size but extending to 100 
epochs.

Figure 3. The proposed two-stage model.

Performance evaluation
	 This research utilized multi-statistical metrics to 
evaluate CNN backbone and the two-stage model and 
to compare the two-stage and one-stage networks. The 
equations used in this research are displayed in Table 1. The 
models’ performances were determined using confusion 

matrices, employing a 3x3 matrix for the multi-class 
classification by AlexNet and a 2x2 matrix for evaluating 
the performance of the proposed RCNN model and 
YOLOv4. These detailed evaluations thoroughly analyzed 
the models’ accuracies and potential utility in medical 
imaging diagnostics. 

Table 1. Confusion matrix of three models.
Evaluation metrics Equation Description
True positive
False positive 
False negative 
True negative

TP
FP
FN
TN

Predicted that a bounding box exists, object is was correct
Predicted that a bounding box exists, but object is was wrong
Did not predict a bounding box, even though an object is there
Not typically defined in the context of object detection evaluation 
metrics.

Precision 
(Positive predictive value)

Probability of the predicted bounding boxes that matched the 
actual ground truth boxes

 Recall 
(Sensitivity, True positive rate)

Probability of correctly detecting ground truth objects

F1 Score A balanced performance measure of the model performance 
(harmonic mean precision and recall)

Micro average F1-Score Sums result from all classes, including TP, FN, and FP, to compute 
an overall F1 score, making it suitable for evaluating models on 
imbalanced datasets.

Macro average F1 score Averages the F1 scores for all classes, treating each equally, and 
is ideal for assessing model performance across varied class 
distributions.

Weighted average F1 score Multiplying each class’s F1 score by its proportion in the dataset 
and then summing these values, providing a metric that accounts 
for class imbalance.

Mean average precision 
(mAP)

Performance measurement across multiple classes
APk is AP of class k, n is the number of classes
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Results
	 The performances of AlexNet across three datasets 
of 5,000 ROI-cropped images using five-fold cross-
validation are shown in Table 2. The results highlight 
that AlexNet4, AlexNet5, and AlexNet6 achieved the 
highest accuracies of 90.40%, 87.10%, and 85.00% for 
the grayscale, binary, and filtered grayscale datasets, 
respectively. The top-performing model for each dataset 
was further evaluated on a separate test set of 1,000 ROI 

images, with the classification outcomes depicted through 
a 3x3 confusion matrix for each dataset, as shown in 
Figure 4. Furthermore, the evaluation of the three AlexNet 
models includes micro average F1 score, macro average F1 
score, and weighted average F1 score, as shown in Table 3. 
Notably, the AlexNet4 model using the grayscale dataset 
outperforms all other F1 scores, leading to its selection as 
the base network of the proposed RCNN model.

Table 2. Performances of AlexNet models on three datasets.
Model Grayscale Binary Filtered grayscale
AlexNet1 89.60 85.30 85.00
AlexNet2 88.80 85.30 84.30
AlexNet3 88.80 86.20 83.80
AlexNet4 90.40 84.30 83.30
AlexNet5 89.33 87.10 85.00

Table 3. Performances of the best AlexNet models across three variations of ROI images.
Dataset Micro average F1 Macro average F1 Weighted F1
AlexNet4 on grayscale 0.90 0.89 0.89
AlexNet5 on binary 0.85 0.84 0.85
AlexNet5 on filtered grayscale 0.87 0.86 0.87

Figure 4. The 3x3 confusion matrices represent the classification results. (a): AlexNet4 on grayscale ROIs, (b): AlexNet5 on 
binary ROIs, (c): AlexNet5 on filtered grayscale ROIs with precision, recall, and F1-score for each class.

	 The proposed RCNN models employing AlexNet4 and 
YOLOv4 with CSPDarknet53 underwent training using the 
same ground truth dataset. The trainings were conducted 
under two different configurations to assess the model’s 

effectiveness and the influence of hyperparameters on 
their performances compared to YOLOv4, as shown in 
Table 4.

Table 4. Hyperparameters and training time of the detection and classification models.
Detector network model Learn rate (LR) Batch size (BS) Epochs Training hours
R-CNN-1 0.001 128 50 34.31+3.50
R-CNN-2 0.0001 128 100 66.77+3.53
YOLOv4-1 0.001 128 50 1.87+0.14
YOLOv4-2 0.0001 128 100 3.46+0.14
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	 RCNN-1, RCNN-2, YOLOv4-1, and YOLOv4-2 were 
performed using a test set of 377 mammogram images. 
Table 5 summarizes the performances of four models 
across various metrics, considering both scenarios with 
a confidence score at a threshold value equal to 0.5 (CF) 
and without a confidence score (No CF), which provides 

a holistic view of model performances. Furthermore, the 
use of five-fold cross-validation and varying confidence 
score threshold values enable detailed calculations of 
average precision and recall for each class, enhancing the 
robustness and clarity of the evaluation.

Table 5. Classification performances of RCNN-1, RCNN-2, YOLOv4-1, and YOLOv4-2 based on precision and recall.

Model Class
  Precision Recall
  No CF CF 0.5 No CF CF 0.5

R-CNN-1

Malignant calcification Average 0.31 0.76 0.51 0.58
  SD 0.03 0.04 0.02 0.01
Benign calcification Average 0.34 0.75 0.54 0.61
  SD 0.03 0.03 0.01 0.03

R-CNN-2

Malignant calcification Average 0.57 0.82 0.83 0.84
  SD 0.05 0.03 0.01 0.02
Benign calcification Average 0.60 0.83 0.83 0.85
  SD 0.05 0.02 0.02 0.02

YOLOv4-1

Malignant calcification Average 0.32 0.79 0.53 0.55
  SD 0.03 0.01 0.03 0.01
Benign calcification Average 0.34 0.78 0.54 0.56
  SD 0.02 0.03 0.03 0.01

YOLOv4-2

Malignant calcification Average 0.44 0.73 0.65 0.75
  SD 0.05 0.04 0.02 0.03
Benign calcification Average 0.43 0.78 0.66 0.78
  SD 0.04 0.07 0.02 0.02

Note: No CF: without a confidence factor, CF 0.5: confidence factor at threshold value equal to 0.5.

Table 6. Performance metrics for the four models.
Model Precision Recall F1 Score mAP

R-CNN-1 0.72
(0.66-0.78)

0.66
(0.58-0.74)

0.69
(0.65-0.73)

0.66
(0.65-0.67)

R-CNN-2 0.82
(0.80-0.84)

0.85
(0.83-0.87)

0.83
(0.82-0.84)

0.74
(0.73-0.75)

YOLOv4-1 0.72
(0.64-0.80)

0.57
(0.54-0.60)

0.64
(0.54-0.74)

0.70
(0.63-0.77)

YOLOv4-2 0.77
(0.73-0.81)

0.78
(0.74-0.80)

0.77
(0.76-0.78)

0.70
(0.66-0.74)

	 Table 6 shows the comparative performance metrics 
of the four models based on average precision, recall, F1-
score, and mean Average Precision (mAP). These values are 
presented along with their ranges to account for variability 

in the five-fold cross-validation process. The results 
indicate that RCNN-2 achieves superior performance 
metrics compared to other models.

Discussion
	 The proposed RCNN model with a grayscale dataset 
achieved superior performance, as evidenced by the 
highest F1 scores. As presented in Figure 5, the comparison 
across different dataset forms clearly shows the advantages 
of using grayscale images. In the grayscale image (Figure 5a), 

essential intensity details are maintained, aiding in the 
more precise differentiation of classes. On the other hand, 
binary and filtered grayscale images (Figure 5b and c) might 
simplify the foreground but at the cost of losing fine details, 
which can be detrimental when analyzing tiny lesions. 
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Figure 5. Images of malignant calcification and benign calcification of breast tissue. 
(a): grayscale, (b): binary, (c): filtered grayscale.

	 This paper proposes the RCNN model that 
underscores the importance of precise hyperparameter 
adjustments, notably in learning rates. Such fine-tuning was 
the key to the RCNN-2 model’s exceptional performance, 
enabling it to analyze complex mammographic patterns 
accurately. Despite newer CNN models, RCNN was 
chosen for its proven efficacy in object-scale datasets like 
mammograms. The RCNN-2 model with a learning rate 
0.0001 and 100 epochs yields the highest precision, recall, 
F1 score, and Map. A low learning rate facilitates a gradual 

understanding of complex patterns in mammogram 
images that could lead to better convergence and enhance 
performance, showcasing its ability to differentiate subtle 
details in dense breast images and, furthermore, setting 
the confidence score threshold at 0.5 enhanced detection 
accuracy across all four models. This threshold level could 
effectively reduce less reliable detections, particularly in 
the cases that contributed to partial false positives and 
false negatives, as depicted in Figure 6. Confidence scoring 
is pivotal in refining model performance.

Figure 6. Utilization of a confidence score helped reduce the impact of unreliable detections that resulted in 
false positives (FP) and false negatives (FN).

	 The RCNN-2 model excels with precision (0.82) 
and recall (0.85), showcasing its strength in accurate 
classification and valid positive identification, resulting in 
an F1 score of 0.83 and mAP of 0.74. Meanwhile, YOLOv4-2 
closely follows precision (0.77) and recall (0.78), with an 
F1 score of 0.77 and mAP of 0.70. Despite lower metrics, 
RCNN-1 and YOLOv4-1 still post F1 scores of 0.69 and 0.64 
with a mAP of 0.70 each. RCNN-2 notably outperforms in 
detecting and classifying calcifications in dense breasts, a 
challenging task due to the overlapping characteristics of 

benign and malignant calcifications. 
	 The proposed model demonstrates its capability to 
distinguish between benign and malignant microcalcifications 
in dense breast tissue, as shown in Figure 7(a). This ability 
indicates that the proposed model can extract and analyze 
distinctive patterns and characteristics hidden within the 
highly dense breasts. Figure 7(b) exemplifies highly dense 
breast tissue accuracy with two correctly classified region 
proposals. Figure 7(c) highlights the ease of detection in a 
non-dense breast due to its sharper background.
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Figure 7. Examples of mammogram images. (a): model’s ability to differentiate between benign and malignant 
microcalcifications in dense breast tissue, (b): two correctly classified region proposals, 

(c): clear detection in a non-dense breast.

	 In clinical validation, the assessment outcomes stem 
from comparing the model results with the diagnostic 
results from the radiologist. This section employed the 
latest mammogram images and preliminary tests to 
demonstrate the model’s effectiveness with current clinical 
mammogram images. The expert breast radiologists agree 
with the detection and classification results obtained 
from the proposed model, demonstrating the model’s 
proficiency in interpreting and classifying mammographic 
abnormalities. Furthermore, it signifies the model’s 
potential as an auxiliary tool in the diagnostic process. 
However, it is essential to acknowledge that the images 
can sometimes lead to disparities in classification. These 
discrepancies typically arise when the contents of some 
images present subtle or ambiguous features that require 
subjective interpretation, especially in high-dense breast 
mammogram images. 	
	 In comparing our research with other studies on 
breast cancer using deep learning, it is evident that 
each approach offers unique insights. Aphinives et al. 
highlighted AI’s capability in detecting microcalcifications 
with a precision of 80.0% and a recall of 12.5%, depending 
on training duration.22 Intasam et al. reported an accuracy 
of 86.76% by evaluating various CNN architectures.23 
Labcharoenwongs et al. advanced a system for tumor 
detection and volume estimation in ultrasound images, 
achieving high accuracy and robust classification.24 Our 
study employs a two-stage detection system using RCNN 
integrated with AlexNet, improving robustness and 
accuracy and addressing both detection and classification 
of microcalcifications in high-density breast tissues. This 
comprehensive approach enhances diagnostic tools for 
early breast cancer detection, especially in challenging 

dense breast tissues, and has been validated in clinical 
settings by expert breast radiologists.

Limitation
	 The limitation of this research is the lack of 
information on female patients who might be suspected 
of having breast cancer; it does not consistently offer 
complete care information, such as pathological reports 
that affect the collection of mammogram images and 
the model’s ability to fully understand and predict based 
on localized demographic and clinical nuances. The 
computational constraints also impact the deep learning 
model’s effectiveness and increase processing times. 

Conclusion 
	 In conclusion, this research successfully addresses 
its objective to develop a robust two-stage Deep 
Convolutional Neural Network (DCNN) model for detecting 
and classifying breast cancer calcifications in digital 
mammogram images. The proposed RCNN model, built 
upon the proposed CNN based on AlexNet, demonstrates 
significant potential in aiding radiologists in identifying 
microcalcifications, particularly within high-density breast 
tissues of Thai subjects. The comparative analysis with the 
one-stage YOLOv4 underscored the superior precision and 
recall scores achieved by our RCNN model, emphasizing 
the benefits of model fine-tuning and training with varied 
datasets. Future research will explore other alternative 
models and develop specifically address the distinct 
features of Thai female breasts, aiming to enhance the 
precision and dependability of breast cancer diagnostics. 
This study also highlights that the identification of breast 
cancer calcifications in highly dense breasts by expert 
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radiologists, combined with a model that, while not the 
latest version, still maintains high capability and is tuned 
with appropriate parameters, can result in artificial 
intelligence aiding healthcare professionals in early breast 
cancer detection. This is particularly crucial in dense 
breast tissues, where traditional mammography may 
falter, aiming to improve patient outcomes and screening 
efficiency.
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ABSTRACT

Background: School-based occupational therapists (SBOTs) work as health 
professionals in educational settings. School performance readiness is within the 
scope of SBOTs in providing a service for students who might have experienced 
decreasing performance during their school life.

Objective: This study aimed to explore the school performance readiness of 
elementary students with disabilities before starting the occupational therapy 
program in special education schools.

Materials and methods: The school performance readiness checklist for students  
with disabilities in special education schools was the research instrument. It  
comprised four areas: physical, social and emotional, pre-academic, and self-care 
readiness. Seventy-five elementary students with disabilities participated in this 
study. They consisted of 41 students with intellectual disability, 21 students with 
physical disability, and 13 students with sensory disability.

Results: Results from the initial semester in special education schools showed that 
most of the students with disabilities (85.33%) needed support in promoting their 
school performance readiness, particularly in pre-academic readiness. This included 
most of those with intellectual disability (33.33%) and all of those with sensory 
disabilities, while all of the students with physical disabilities needed support in 
promoting physical readiness.

Conclusion: Most students with disabilities needed support in promoting their 
school performance readiness according to their type of disability. Although the 
special education schools had enrolment criteria, SBOTs and school professionals 
should be concerned with providing related intervention programs to promote 
school readiness, particularly pre-academic readiness.

Journal of Associated
Medical Sciences

 
*

Introduction
	 In 2021, there were 139,640 school-aged children with 
disabilities in Thailand, which amounted to 8.94% of 
people or 3.84% of school-aged children with disabilities 
in the country.1 Although the recent special education 
model drives towards inclusive education to encourage 
students with disabilities to gain a place in regular schools, 
most of them in Thailand enroll in special education 
schools. Educators and related professionals realize 
the benefits of inclusive education for students with 
disabilities. However, the inclusive system requires 
changes at all levels of society, including the school,  
community, and national levels, and more time is needed 
to prepare for these alterations, particularly in a developing 
country.2 During a move to inclusive education, special 
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education schools are necessary as a learning setting for 
students with disabilities in a country that faces barriers to 
change. Most students with disabilities who can participate  
in regular schools have high function or independent  
performances or invisible disabilities such as attention 
deficit and hyperactive disorder (ADHD), learning disorder 
(LD), high function autism spectrum disorder (ASD), and 
so forth. 
	 On the other hand, students with obvious or severe 
disabilities are rarely accepted in regular schools. Therefore, 
special education schools are the leading choice for these 
students in Thailand, which includes those with intellectual, 
physical, visual, and hearing disabilities. Those who study  
in special education learn from a modified or parallel 
curriculum, providing more accessibility to participation 
in school learning activities. These learning activities are 
designed to consider the strengths and limitations of the 
students. Generally, the enrolment criteria in each special 
education school are based on the student’s disability and 
not on their performance and skills. Before starting school, 
most students receive an early intervention program to 
promote development and prepare for the necessary  
performance in the school context. 
	 Occupational therapy (OT) is a related service that 
supports the function and performance of students in 
their daily life activities and their engagement in human  
occupation.3 School-based occupational therapists (SBOTs) 
are health professionals who work collaboratively with 
education professionals in providing services to students 
with disabilities in the school context. In Thailand, four 
types of special education schools follow the types of  
disabilities: intellectual, physical, visual, and hearing.  
Regarding elementary students with intellectual disability, 
the SBOTs focus on developmental stimulation, academic  
performance preparation, and the school curriculum.4  
Regarding elementary students with a physical disability,  
the SBOTs focus on the activities of daily living (ADL)  
training, rehabilitation, academic performance preparation, 
and the school curriculum.5 Elementary students with 
visual and hearing disability are in the group of sensory 
disability that usually refers to impairment of the senses 
such as sight, hearing, taste, touch, smell, and spatial 
awareness. However, sensory disability mainly covers visual 
or blindness and hearing impairment or deafness.6 The 
SBOTs focus on sensory stimulation and training for students 
with sensory disability by compensation to retain sensory 
functions for independent living in all everyday activities.7,8

	 In general, the SBOTs provide an intervention program 
that promotes the functional abilities and participation of 
the students in their daily routines by following the role 
of the student.9 However, in cases of students needing to 
meet the minimal school criteria, the SBOTs are expected 
to evaluate and improve the required performances of 
the students as they progress through school life. Those 
students were provided with OT intervention programs for 
establishing new routines, developing new skills needed 

for independence in school, engaging in academic tasks, 
and participating in appropriate social interactions with 
others. These intervention programs for school performance 
readiness are for students who need extra support in meet-
ing the minimal criteria to become elementary students. 
Moreover, these programs fulfil the required performance 
of students who experienced decreased performance 
during school.
	 School performance readiness is a crucial indicator 
that predicts the potential and achievement of children  
when they start as students. This includes academic  
performance and all developmental performances in 
physical, cognitive, social, and emotional areas.10,11 Most 
students with disabilities receive the early intervention 
program before entering school. However, some of them 
need related services at the beginning and during their 
school life. In Thailand, occupational therapists are related  
to health professionals who provide services in early  
intervention programs and school settings. Unfortunately,  
by the time students with disabilities move to schools,  
the outcome of the early intervention program in school 
performance readiness has been hardly investigated.
	 Therefore, this study aimed to explore the school 
performance readiness of elementary students with  
disabilities before starting the OT program in special  
education schools. The results could provide valuable 
information that reflects the plans of occupational  
therapists in the early intervention program for promoting 
school performance readiness of students with disabilities 
in each type of special education school.

Materials and methods
	 This descriptive study explored the school performance 
readiness of elementary students with disabilities before 
they started the OT program in special education schools 
in Chiang Mai province, Thailand. These schools consisted 
of students with physical, visual, hearing, and intellectual 
disabilities, and they provided education and related 
services for children living in upper northern Thailand. 
Each school had only one occupational therapist. A total 
of four SBOTs evaluated their students by using the school 
performance readiness checklist, which was a research 
instrument in this study.

Participants
	 Seventy-five participants comprised 41 students with 
intellectual disability, 21 students with physical disability, 
13 students with sensory disability, 5 students with visual 
disability, and 8 students with hearing disability. Before 
entering the schools, these participants were screened 
informally by the school professional team, who showed 
the need for OT services. Most participants were male 
(66.67%, N=50) and aged 8.0-8.11 years (38.67%, N=29). 
The demographics of the participants in this study are 
shown in Table 1.
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Instrument
	 The school performance readiness checklist of 
students with disabilities in special education schools was 
a research instrument in this study. It was applied by the 
normal development of children and the School Readiness 
Checklist,12 which comprised four areas of school 
performance readiness such as physical, social-emotional, 
pre-academic, and self-care readiness. It was examined 
for content validity and reliability. Content validity 
was examined by five related specialists, occupational 
therapists, and education professionals in the early 
intervention program and school contexts. The first draft 
of the checklist consisted of 71 items. After consideration 
by the specialists, the item-object congruence (IOC) index 
was calculated to be between 0.40 and 1.00. Suggestions 
from the specialists were used to correct the checklist 
before resending it to the specialists. After that, 62 items 
remained on the checklist with the IOC=1.00. Regarding 
reliability, the checklist was administered to 12 elementary 
students with disabilities. Cronbach’s alpha coefficient 
indicated α=0.96, which presented excellent reliability.13 
The checklist items were on a nominal scale, with scores of 
1 and 0, in which 1 (Yes) meant the present performance of 
the students in those items, and 0 (No) meant no present 
performance. If a student had no opportunity to perform 
an item, those items were recorded as NA and not included 
in the scoring. Total scores of items performed and total 
scores of all items, without the NA ones, were calculated 
as the performance percentage, as shown in the formula 
below.

	 The interpretation of school performance readiness 
was based on the performance percentage of each item 

and overall items, but it did not include the NA items. All 
performance items were considered as minimally required 
performance for elementary school students. Thus, if any 
items were checked “no,” the child needed support. The 
students who were able to perform in all of the items were 
marked for reaching school performance readiness. On 
the other hand, those unable to get the total performance 
percentage of each item and overall items were seen to 
need support.

Statistical analysis
	 Demographic data, school performance readiness, 
and the number of students with disabilities were analyzed 
for each item using descriptive statistics, including 
frequency and percentage. The percentage of school 
performance readiness was analyzed using descriptive 
statistics, including maximum, minimum, mean, and 
standard deviation.

Results
	 Results indicated that the minimum, maximum, and 
average performance percentage of school performance 
readiness in students with disabilities was 8.06, 100.00, 
and 79.82+20.75, respectively. Regarding the type of 
school performance readiness, social-emotional readiness 
showed the highest performance percentage, followed 
by physical, self-care, and pre-academic readiness in 
that order. When considering each type of student with 
disabilities, the results showed that those with intellectual 
disability presented the highest performance percentage 
in physical readiness. The students with physical disability 
and those with sensory disability presented the highest 
performance percentages in social-emotional readiness 
and self-care readiness, respectively. Details of the school 
performance readiness percentage in each type of student 
with disabilities are shown in Figure 1.

Table 1. Demographics of the participants (N=75)

Characteristics Intellectual disability
N (%)

Physical disability
N (%)

Sensory disability 
N (%)

Total
N (%)

Gender
Male

Female
31 (41.34)
10 (13.34)

13 (17.33)
8 (10.66)

6 (8.00)
7 (9.33)

50 (66.67)
25 (33.33)

Age (years old)
6.0-6.11
7.0-7.11
8.0-8.11
9.0-9.11

10.0-10.11

0 (0.00)
7 (9.33)

21 (28.01)
9 (12.00)
4 (5.33)

0 (0.00)
5 (6.67)
4 (5.33)

10 (13.34)
2 (2.67)

3 (4.00)
4 (5.33)
2 (2.67)
2 (2.67)
2 (2.67)

2 (2.67)
15 (20.00)
29 (38.67)
21 (28.01)
 8 (10.66)
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	 Regarding interpreting school performance readiness, 
results showed that during the initial semester in special 
education schools, most students with disabilities (85.33%) 
needed support in promoting their school performance 
readiness, especially pre-academic readiness. On the 
other hand, 14.67% of the students did not need the OT 
program to facilitate their school performance readiness. 
When considering each type of student with disabilities, 
the results showed that most students with intellectual 
disability (33.33%) needed support in promoting their 

pre-academic readiness. In comparison, most of them 
(37.33%) had completed physical readiness. All students 
with physical disability needed support in promoting 
their school performance readiness, particularly physical 
readiness. All students with sensory disability needed 
support in promoting their school performance readiness, 
especially pre-academic readiness. Details of school 
performance readiness of the students with disabilities 
are shown in Figure 2.

Figure 1. Performance percentage of school performance readiness.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Performance percentage of school performance readiness. 
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	 When considering the performance items, in terms 
of physical readiness, most of the students (44.00%) could 
not perform “use scissors correctly”, including those with 
intellectual disability (31.71%), while most of the students 
with sensory disabilities (30.00%) could not perform 
“Operate eye-hand activities coordinately”. In addition, 
most of the students with a physical disability (80.95%) 
could not perform “grasp objects dexterously.” In terms of 
social-emotional readiness, most of the students (22.67%) 
could not perform “control aggressive behaviors when 
facing unsatisfactory situations”, including those with 
intellectual (31.71%) and sensory disabilities (23.08%). 
In comparison, most of the students with a physical 
disability (9.52%) could not perform “keep toys after 
play”, “be patient by waiting”, and “adapt to an unfamiliar 
environment easily”. In terms of pre-academic readiness, 
most of the students (36.00%) could not perform “solve 
problems with age appropriately” and “understand the 
concept of numbers with age appropriately,” including 

those with a physical disability (52.38%). In addition, most 
of the students with intellectual disability (34.15%) were 
unable to perform “solve problems with age appropriately”, 
“perceive person, time, and place orientation”, and “give 
directions and locations of places”. Meanwhile, most of 
the students with sensory disability (46.15%) could not 
perform “give directions and locations of places”, and 
“inform about the usefulness of objects in daily life”. In 
terms of self-care readiness, most of the students (38.67%) 
could not perform “button up independently,” including 
those with a physical disability (61.90%). Moreover, most 
of the students with intellectual disability (36.58%) could 
not perform “maintain personal devices”, “being aware of 
the danger in daily activities”, and “making the bed after 
getting up”. In comparison, most of those with sensory 
disability (38.46%) were unable to perform “being aware 
of the danger in daily activities.” Details of the number of 
participants in each item of school performance readiness 
are shown in Table 2.

Figure 2. Percentage of students with disabilities together with school performance readiness.
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Discussion
	 Generally, related federal laws address the rights 
of children with disabilities to access educational 
participation in the school system. However, due to the 
limitation of their disability status, they need support in 
achieving school performance readiness. As the students 
with disabilities in this study were screened informally by 
the school professional team before entering school, it 
was indicated that the students needed OT services and 
that some of them showed essential readiness to study in 
the school system as elementary students. 
	 Although the results showed that students with 
intellectual disability had the highest performance 
percentage in physical readiness, they also had the 
lowest in pre-academic readiness. Those students had a 
neurodevelopmental condition that brings about cognitive 
and functional performance issues, including language 
learning, imitation, symbolic activities, reasoning, problem- 
solving, planning, abstract thinking, judgment, generalization, 
and adaptive functioning.14 These performances might be 
essential capacities that contribute to developing students’ 
academic potential with intellectual disability.14-16

	 In terms of students with physical disability, although 
they had high performance in social-emotional readiness, 
they faced barriers when performing related physical 
activities due to health conditions and severity of physical 
impairment. These findings are noteworthy because 
students with physical disability spend a significant portion 
of their lives in the school environment. Previous studies 
indicated that environmental issues in the school context 
could affect students with physical disability in active 
participation.17,18 For this reason, the environment for 
such students in special education schools was designed 
universally so that they could participate in school 
activities independently. Moreover, they could participate 
in group activities such as camping, dancing, field trips, 
etc. This support could encourage their social-emotional 
readiness, even though they had physical limitations. This 
finding related to a previous study in South Africa, in which 
the government released policies that provided equal 
opportunity for students with disabilities to participate 
in sports and recreational activities as much as their non-
disabled peers.19 Social-emotional development took a 
complicated path for students learning their occupation, 
including studying in an educational setting and 
developing skills in daily life.20 Promoting social-emotional 
skills for students with disabilities should begin in the 
preschool and elementary years, particularly for initiatives 
and social problem-solving. These skills are associated 
with favorable long-term outcomes that are important in 
encouraging the development of self-determination skills 
for the students.21,22 Therefore, health professionals might 
be concerned about addressing appropriate support in 
the school environment; for instance, environmental 
modification should focus on improving specific areas of 
risk or enhancing areas of competence in the educational 
setting.
	 Regarding students with sensory disability, the results 
indicated they had the highest performance percentage 

in self-care readiness and the lowest in pre-academic 
readiness. The severity of disability might impact the 
learning ability of these students. This is because the 
awareness of sensory input was crucial for interpretation 
and response to surrounding information.23 The students 
with sensory impairments such as hearing and visual 
disabilities often had difficulty in perceiving and learning 
lessons in the classroom due to their surrounding sensory 
inputs. They would have limitations in learning that 
might be caused by delayed language development when 
communicating with other people, which contributed to 
learning problems and poor academic achievement.24 
Indeed, they might need to achieve successful pre-academic 
readiness.25 Therefore, they needed OT intervention to 
promote their academic performances and related skills. 
In addition, related professionals in school settings should 
focus on providing services in early intervention programs 
and promoting continual pre-academic readiness.26-27 
In other words, the students with hearing and visual 
disabilities had unique challenges. However, appropriate 
preparation of school readiness skills for the kindergarten 
or early intervention period could bring about their future 
academic success.28

	 Although special education schools for students 
with disabilities had enrolment criteria, most students 
needed support in reaching school performance readiness 
before starting elementary school. This finding related to 
a previous study, which indicated that school readiness 
of children with disabilities has significantly less likely 
foundational reading and numeracy skills when compared 
to children without disabilities, particularly in low- and 
middle-income countries.29 Moreover, this finding could act 
as valuable information for SBOTs and school professionals 
for planning and providing related intervention programs 
that promote school performance readiness according 
to the student’s disabilities. This is because each type of 
student with disabilities has different preparation needs 
that relate to a previous study, which explained why the 
effects of treatment varied by the diagnosis and context 
of the children.30 This finding significantly impacts OT 
and related service provision programs before entering 
the school context for children with disabilities. This 
transitional period of school performance readiness needs 
to be promoted to children with disabilities to improve 
their pre-academic and fundamental skills in achieving 
student life in a school setting.31

Limitation
	 This study used an exploratory research methodology 
to explain the school performance readiness of elementary 
students with disabilities before starting the occupational 
therapy program in special education schools. These 
findings revealed a broad perspective that could not be 
explained in deep perspectives. Therefore, these findings 
might be used in further study to develop potential research 
questions and generate hypotheses using the inferential 
statistical method. Another limitation of this study was the 
sample size. This study was performed in special education 
schools in upper northern Thailand. Thus, the number of 
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schools and students needed to be increased. The sample 
size was small, and it was difficult to analyze each type 
of student, especially those with sensory disabilities. For 
future research, more students with sensory disabilities 
could be recruited, which might reveal their similarities 
to and differences from students with visual and hearing 
disabilities and clarify more understanding. In addition, 
further research might expand to other areas of Thailand. 
Also, the results of this study were in the context of special 
education schools. Therefore, future research could 
develop a specific research instrument for students in the 
context of mainstream or regular schools. Furthermore, 
before elementary school, comparing school performance 
readiness between students in special education schools 
and those in mainstream or regular schools would be 
interesting in future research.

Conclusion
	 The students with disabilities in special education 
schools were perceived as potential learners. They could 
perform their age-appropriated occupations when they 
received opportunities and related services. However, 
due to their disabilities, they had activity limitations and 
participation restrictions in their role as students, especially 
during the transition period from the early intervention 
setting to an elementary school. For this reason, they 
needed OT services to enhance school performance and 
readiness in the school system and their school life.
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ABSTRACT

Background: Age-related hyperkyphosis has been described as a new geriatric 
syndrome. Therefore, early screening is critical. The occiput-bed distance (OBD) was 
developed as a new tool; however, there needed to be clear evidence supporting 
its clinical utility compared to the data from standard measurement.

Objective: To investigate the test-retest reliability and minimal detectable change 
(MDC) with standard measurement error (SEM). Moreover, the practical cut-off 
scores to determine the risk of hyperkyphosis are crucial compared to a standard 
Cobb’s method.

Materials and methods: This study was designed as a cross-sectional study conducted 
in ninety-six hyperkyphosis older adults aged at least 60 years. All participants were 
assessed for their hyperkyphosis using the OBD. Within seven days, they were at a 
hospital to complete a radiographic examination to determine the appropriate cut-off 
score of hyperkyphosis. Additionally, the first 30 participants were assessed for 
their hyperkyphosis again using the OBD to determine the interpretability.

Results: The outcomes of the OBD had excellent test-retest reliability (ICC3,3 =0.887, 
p<0.001). The SEM and MDC95 values were 0.75 and 2.08 cm, respectively. In addition, 
the cut-off score of OBD was reported to be at least 7.40 cm (sensitivity 71.80%, 
specificity 73.70%, and AUC =0.734) to indicate the risk of hyperkyphosis.

Conclusion: The OBD is consistent, reliable, and has good diagnostic properties 
for hyperkyphosis. The findings confirm the use of OBD as a practical alternative 
method for early detection of hyperkyphosis in older individuals, particularly those 
who cannot stand for long and cannot access radiology.
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Introduction
	 Hyperkyphosis has been described as a new geriatric 
syndrome.1 Its characteristic is an anterior curvature in the 
thoracic spine, and tends to increase with age (up to 40% in 
older adults).2 Previous reports have found that hyperkyphosis 
can induce adverse health consequences and superimpose 
substantial effects on levels of independence and mortality 
rate in older adults.3,4 Although hyperkyphosis does not  
always lead to severe injuries, this condition can induce 
undesirable cosmetic consequence that causes low self- 
esteem.5 To reduce the risk of adverse consequences of 
hyperkyphosis, an early assessment with a standard practical 
screening tool should be conducted, followed by monitoring 
and providing an appropriate intervention.4,6

	 Previous studies appraised that there were several 
hyperkyphosis measurements commonly used in community 
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interpretability study.15 Furthermore, the number of  
participants for the cut-off scores was calculated from a 
pilot study (59 participants; r=0.61, p<0.001) and provided a 
sensitivity of 88%. Thus, the sample size required at least 
96 participants to study cut-off scores. The protocols of 
this study were approved by the Khon Kaen University  
Ethics Committee for Human Research (HE644003). All 
participants completed a written informed consent form 
before participating in the study.

Research protocols
	 All eligible participants were assessed hyperkyphosis 
in two phases; each phase was separated within seven 
days. In the first phase, they were interviewed regarding 
their demographic characteristics, type, time, intensity, and 
frequency of physical activity and exercise. Additionally, 
a verbal numerical rating scale was used for pain. Then, 
the participants were assessed for their hyperkyphosis 
using the OBD. In the second phase, the participants were 
evaluated for their hyperkyphosis using OBD again; in 
addition, lateral spinal radiographic examination (Cobb’s 
method) was performed at a hospital to determine the 
interpretability (test-retest reliability) and appropriate 
cut-off scores of OBD for the hyperkyphosis. Before 
both assessments, the participants were re-interviewed 
regarding their physical activity, exercise, and pain scale to 
confirm that there were no changes in these parameters 
affecting their hyperkyphosis condition since the baseline 
measurements were taken.

Hyperkyphosis measurement
OBD
	 The participants were asked to lie supine with their 
hands and arms beside the body on a firm bed with eyes 
gazing forward at the ceiling; the head was placed on the 
OBD plate in normal alignment in the horizontal view. If 
participants were lying flat without neck extension, they 
were deemed regular participants without hyperkyphosis. 
On the other hand, participants lying flat with neck 
extension were included as exhibiting hyperkyphosis.13 
Then, the height of the OBD plate was adjusted until the 
forehead and ear lines were parallel to the table. 
	 The measurement was repeated in three trials, with 
a period of sufficient rest in a sitting position between the 
trials (at least 1 minute). The average distance of three 
trials was converted from a millimeter to a centimeter scale. 

Cobb’s method
	 A Cobb’s method is commonly used as a gold standard 
for hyperkyphosis measurement. The participants were 
asked to stand in a neutral position for lateral thoracic 
spine radiography. During the radiography process, the  
participants were required to flex the shoulder at 90  
degrees.16 The Cobb angle was analyzed by drawing a 
straight line along the upper border of the fourth thoracic 
spine (T4) and another at the lower border of the twelfth 
thoracic spine (T12). Then, the Cobb angle was automatically 
computed based on the intersection between the 2 lines 
using the Surgimap Spine program, version 1.2 software.17 

settings, including the flexicurve ruler, inclinometer, 
goniometer, distance from the wall, and block method.7,8 
However, most of them needed a specialist to identify bony 
landmarks of the spine, except the block method, which 
is an easy measurement in lying position using wooden 
blocks by experts and novices, including village health 
volunteers or healthcare professionals.9,10 Previously, the 
older adults considered the severity of hyperkyphosis using 
the number of blocks, including mild (1 block), moderate 
(2 blocks), and severe (at least 3 blocks) hyperkyphosis.11 

While Chokphukiao et al. reported that the number of 
blocks of at least two might indicate hyperkyphosis in older 
adults, they did not report its sensitivity and specificity.12 

Although the block method reported acceptable reliability 
and validity compared to Cobb’s method (ICCs=0.82-1.00, 
p<0.001 and rs =0.63-0.64, p<0.05, respectively),9, 10 it is at 
a constant block height. Such discrete data might result in 
errors in judgment and low sensitivity in detecting changes 
in the hyperkyphosis angle. 
	 Therefore, the OBD (application of patent number 
2203001689) was developed based on the block method 
protocol. The OBD can measure the distance from occiput 
to bed using continuous data. In our preliminary study, 
the OBD showed excellent intra- and inter-rater reliability 
(ICC3,3=0.993-0.998, p<0.001) after proper training. Moreover, 
when applied in the older populations, it had an acceptable 
correlation to the occiput-wall distance (OWD) (r=0.779, 
p=0.008).13 Although this method might thus be practically 
applied for hyperkyphosis screening in older individuals,  
the interpretability of the tool must be considered to confirm 
its stability.14 Moreover, the practical cut-off scores to  
determine the risk of hyperkyphosis are crucial to promoting 
the effectiveness of community health care services. 
Therefore, the purpose of the present study was to  
investigate the test-retest reliability and minimal detectable 
change (MDC) with standard error of measurement (SEM). 
Additionally, the practical cut-off scores to determine the 
hyperkyphosis risk were explored and compared to a standard 
Cobb’s method.

Materials and methods
Study design and participants
	 The study was cross-sectionally conducted in the 
older adults living in rural and semi-rural communities 
in Northeast Thailand. Eligible participants were aged at 
least 60 years with hyperkyphosis determined by at least 
three blocks and able to understand simple commands to 
complete the study protocol.12 However, participants were 
excluded if they had scoliosis and abnormal supine symptoms, 
such as orthopnea. Other signs and symptoms that might 
influence the study were also excluded, such as dizziness, 
acute illness or injury, unstable heart disease (e.g., angina), 
and uncontrolled hypertension. 
	 The sample size was separately calculated to assess 
the study’s interpretability and cut-off scores of OBD.  
According to the number of participants in the study’s 
interpretability, the level of significance (α) and estimate 
precision (e) were determined as 0.05 and 0.1, respectively. 
Therefore, at least 30 participants were needed for the 
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Participants with Cobb angles more than 40 degrees were 
arranged into the hyperkyphosis group. 

Statistical analysis
	 The SPSS for Windows was used to analyze the 
collected data (SPSS Statistics version 18.0, IBM Corporation). 
Descriptive statistics were utilized to explain the demographic 
characteristics of participants and the study findings. A 
two-way random model (ICC3,3) ‘s intraclass correlation 
coefficients were used to derive test-retest reliability. The 
standard error of measurement (SEM) was calculated 
using the following formula: SEM = (SD) ×  , where 
SD is the pooled SD of two trials and r is the test-retest 
reliability. The minimal detectable change at the 95% 
confidence interval (MDC95) was calculated using the 
following formula: MDC95 = 1.96 ×  × SEM. In addition, 
the Receiver-Operated Characteristics (ROC) curve was 
used to identify appropriate cut-off scores with particular 
sensitivity, specificity, and area under the curve (AUC) 
of OBD to indicate the risk of hyperkyphosis. In general, 
an AUC was interpreted as no discrimination (less than 

0.5), poor discrimination (0.5-0.6), acceptability (0.7-0.8), 
excellence (more than 0.8-0.9), and outstanding (more 
than 0.9).18 The significance level was set at less than 0.05.

Results
Characteristics of participants 
	 Four hundred and eight participants were interested 
in participating in the study. However, 307 participants 
were excluded based on missing the inclusion criteria 
(Figure 1). After considering the exclusion criteria, 101 
eligible participants met the inclusion criteria; however, 
five could not go to the hospital for radiography. Therefore, 
96 participants (41 females and 55 males) were involved 
in the study to determine the cut-off score of OBD. Their 
average age was 72.05±5.95 years (range 60-86 years), and 
average Cobb angles of 37.76±9.95 degrees. In addition, 
the first 30 participants (18 females and 12 males) were 
appointed on day 7 to indicate the test-retest reliability 
for the interpretability study; their average age was 
71.57±6.45 years old, and body mass index was 25.44±3.74 
kg/m2 (as shown in Table 1).

Figure 1. Participant flowchart.
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Test-retest reliability
	 There was no statistically significant difference in the 
OBD measurement between baseline and within seven 
days. The finding indicated that the OBD had excellent test-

retest reliability (as shown in Table 2). In addition, the SEM 
and MDC95 values were 0.75 and 2.08 cm, respectively.

Table 1 Demographic characteristics and hyperkyphosis data of participants.

Variable Interpretability 
(N=30)

Group of participantsa

(N=96)
p value

Normal 
(N=57)

Hyperkyphosis 
(N=39)

Sex (female)b 18 (60.00) 29 (50.88) 12 (30.77) 0.050
Age (year)c 71.57±6.45 

(69.16-73.98)
72.07±6.25 

(70.41-73.73)
72.03±5.57 

(70.22-73.83)
0.972

Weight (kg)c 59.86±10.61
(55.82-63.90)

61.69 ±10.01
(59.04-64.35)

60.75±8.88 
(57.87-63.63)

0.637

Height (cm)c 153.27±7.68
(150.35-156.20)

156.01±7.98
(153.90-158.13)

157.26±7.79 
(154.73-159.78)

0.451

BMI (kg/m2)c 25.44±3.74
(24.02-26.86)

25.33±3.47
(24.41-26.26)

24.63±3.52 
(23.48-25.77)

0.333

Number of 1.7-cm block (block)b 0.013*

     3 17 (56.67) 29 (50.88) 7 (17.95)
     4 11 (36.67) 22 (38.60) 21 (53.85)
     5 2 (6.66) 5 (8.77) 9 (23.08)
     6 0 (0) 1 (1.75) 1 (2.56)
     7 0 (0) 0 (0) 1 (2.56)
OBD (cm)c 6.41±2.20

(5.59-7.23)
6.50±1.72
(6.04-6.96)

8.36±2.33 
(7.60-9.11)

<0.001*

Cobb angle (degree)c - 31.26±6.44
(29.55-32.97)

47.26±5.52
(45.47-49.05)

<0.001*

Note: a The groups are categorized using radiologic data, b Data are demonstrated using the number of participants (percentage), c The 
data are presented using the mean±SD (95% confidence interval), * Statistically significant. BMI: body mass index, OBD: occiput-bed 
distance.

Table 2 Test-retest reliability of the OBD (N=30).

Measurement
Mean±SD
(95%CI) p value Test-retest reliability

(95%CI)
Day-1 (cm) Day-7 (cm)

OBD (cm) 6.41±2.20 6.53±2.26
0.198

0.887*

(5.59-7.23) (5.68-7.37) (0.762-0.946)
Note: *Statistically significant at 0.001. OBD: occiput-bed distance, SD: standard deviation, 95%CI: 95% confidence interval.

Cut-off scores to indicate risk of hyperkyphosis 
	 The finding reported that 39 participants (40.63%) 
revealed more than 40 degrees of Cobb angle. These 
participants had statistically significant longer distances 
using OBD and larger degrees using Cobb’s method than 
those without hyperkyphosis (p<0.001, as shown in Table 1). 
In addition, the cut-off score of OBD was reported to be at 
least 7.40 cm (sensitivity 71.80%, specificity 73.70%, and 
AUC=0.734) to indicate the risk of hyperkyphosis.

Discussion
	 This study aimed to quantify test-retest reliability and 
MDC95; additionally, the cut-off scores were indicated by 

the individuals with or without risk of hyperkyphosis. The 
study reported excellent   test-retest reliability (ICC3,3=0.887, 
p<0.001) with small SEM (0.75 cm) and MDC95 showed 
2.08 cm. The OBD was reported to have an appropriate 
cut-off score to identify the risk of hyperkyphosis with a 
cut-off score of at least 7.40 cm (sensitivity 71.80%, specificity 
73.70%, and AUC=0.734).
	 The present study revealed excellent test-retest  
reliability (ICC3,3=0.887, p<0.001) with a small amount of 
SEM (0.75 cm), which could confirm the practicality and 
stability method of OBD when applied over some time.  
Evidence supports that the SEM indicates a possible margin 
of measurement errors in an original unit, and the MDC 
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is a minimal change that falls outside the measurement 
errors in the test results. Thus, these values suggested 
the absolute reliability of the tools.19 Since the OBD was  
developed from the protocol of the 1.7-cm block to measure 
hyperkyphosis in a lying position, its principles were similar 
to measuring distance from the wall in a standing position, 
known as the OWD.20,21 Wiyanad et al. found smaller SEM 
and MDC values in people aged at least 10 years compared 
to the present study (0.44 cm and 1.21 cm, respectively).21 

It might occur due to the characteristics of the spine in  
older adults being more rigid compared to younger people, 
which contributes to more severe hyperkyphosis in 
these individuals.2,9 However, Suwannarat and colleagues 
showed a similar level of test-retest reliability (ICC3,3 =0.85, 
p<0.001) with smaller SEM (0.20 cm) and MDC (0.55 cm) 
than the present study, when they measured the distance 
from a wall using the seventh cervical vertebra wall distance 
(C7WD) in older adults.22 The small value, even in similar 
participants’ characteristics, could be due to the equation 
utilized for calculating the MDC, which depends on ICC, SD, 
and SEM values. The previous study showed lower SEM 
and SD than the present study, which might be related to 
lower MDC. Although prior studies have reported smaller 
SEM and MDC in both younger and older age groups,21,22 
evidence suggests that the number of participants for 
the study’s reliability should be at least 30 with a level of  
significance (α) and estimate precision (e) of 0.05 and 0.1, 
respectively.15 Previous research included 15 participants, 
while the present study had 30 participants. Nevertheless, 
more prominent participants may have a longer SD, thus it 
is necessary to determine these values. 
	 Furthermore, a different position and landmark  
measuring in a standing position might influence back 
muscle activation for controlling posture against gravity 
and affect spinal loading.23 As a result, the distance of OBD 
in the present study (6.41±2.20 cm) was lower than that 
of C7WD in the prior report (7.66±1.93 cm).22 In addition, 
the MDC95 of the OBD in the present study was reported 
as 2.08 cm, around 1-2 blocks of 1.7-cm block, similar to 
Huang et al. They reported that the cut-off score of the 
block method was at least one block, which could determine 
mild hyperkyphosis.11 Although it is only mild hyperkyphosis, 
it can affect physical ability, and future falls by 1.5 times  
compared to those without hyperkyphosis.11,24 This  
information confirmed that a small amount of SEM and 
MDC95 were appropriate for monitoring and providing a 
suitable intervention in the early phase. The acceptable 
level of test-retest reliability of the present study might  
occur due to the simple protocol to adjust the spinal curve, 
and it does not require expertise to identify spinal bony 
landmarks in those with hyperkyphosis.
	 The findings revealed the appropriate cut-off score 
of OBD at least 7.40 cm (sensitivity 71.80%, specificity 
73.70%, and AUC=0.734), which indicated the risk of  
hyperkyphosis in older people. Of all participants who 
completed the study, 39 participants (40.63%) had thoracic  
hyperkyphosis angle of more than 40 degrees. However,  
Wiyanad et al. reported the OWD cut-off score of at 
least 6.50 cm (sensitivity 71.4%, specificity 76.6%, and 

AUC=0.846) to indicate hyperkyphosis.21 The different 
results between OBD and OWD might occur due to the 
previous study in younger people with more flexible spine 
(aged at least 10 years).9,21 On the other hand, Suwannarat 
et al. have reported the cut-off score of C7WD at least 7.50 
cm (sensitivity 71.80%, specificity 82.40%, and AUC=0.85) 
to indicate hyperkyphosis.22 When considering a body 
structure in a sagittal plane, the bony prominence of C7  
is closer to the body midline than the occiput.25 As a result,  
when standing erect against a wall and utilizing the 
C7 as a landmark, the distance from the wall was more  
significant than the occiput landmark. Moreover, evidence 
supported that an acceptable level of AUC should be at 
least 0.7.18 This information confirmed the utility of a cut-
off score of OBD at least 7.40 cm (average Cobb angle of 
47.26±5.52 degrees) to screen the risk of hyperkyphosis in 
older adults.
	 Nonetheless, this study has some limitations. The study 
included only older adults who reported high-incidence  
hyperkyphosis conditions. This may limit the generalizability 
of the findings for other age groups with a more flexible  
spinal column, such as children or younger adults. A  
further study should include participants with various 
characteristics and analyze for other variables that influence 
the diagnostic properties to improve the benefit of the 
OBD in clinical and research settings. Moreover, this study 
did not confirm the application in older adults with vertebral  
fractures, which is one of the impact consequences of  
hyperkyphosis. Thus, further study should confirm the 
ability of the OBD to indicate vertebral fracture in older 
populations.

Conclusion
	 The OBD method was verified as having excellent 
test-retest reliability with a small amount of SEM and an 
acceptable cut-off score to indicate the risk of hyperkyphosis 
in older adults. Thus, this method represented an alternative 
means of hyperkyphosis screening that could be practical 
to apply in older individuals, particularly those who cannot 
stand or stand for long; additionally, people who could not 
access radiology to screen their hyperkyphosis condition. 
The OBD would benefit health officers’ consideration by 
applying an easy tool to identify their patients’ problems.
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ARTICLE INFO ABSTRACT

Background: Executive functions (EFs) are crucial cognitive functions that mature 
from birth to adolescence. They are vital for daily task execution and overall 
success and also influence language and communication development. Children 
with EFs deficits often experience delays in language and speech abilities. These 
impairments are particularly prevalent among individuals with cleft lip and palate. 
Consequently, speech and language pathologists must address these impairments 
through assessments and interventions. Despite this urgent need for action, there 
is a scarcity of research on executive function performance in this population in 
Thailand, prompting an investigation to address this issue. This study explores 
executive function performance in this population to enhance the quality of life for 
individuals with cleft lip and palate.

Materials and methods: Using a survey-based approach, executive function  
performance was assessed in 5- to 15-year-old volunteer with non-syndromic cleft 
lip and palate attending the speech therapy camp provided by the Princess Sirindhorn 
IT Foundation Craniofacial Center at Chiang Mai University in April 2024. Parents 
completed the Behavior Rating Inventory of Executive Function (Parent form), with 
scores ≥65 indicating executive function difficulties.

Results: The study involved 29 participants, 14 males (48.28%) and 15 females 
(51.72%), with a mean age of 8 years and 9 months. Average scores for executive 
function abilities in BRI, MI, and GEC were 52.21, 56.48, and 58.90, respectively. 
There are several participants with abnormal executive function in each age group, 
along with their average T-scores across different domains. Children aged 5, 6-8, 
and 9-11 have T-scores for executive function performances falling into problematic 
levels for 1, 2, and 5 individuals, respectively.

Conclusion: Most of the sample group demonstrated executive function skills within 
the normal range. However, a certain number of individuals experienced issues 
with executive function. These findings offer guidance for speech and language 
pathologists and emphasize the importance of executive function in individuals 
with cleft palates.
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Introduction
	 Executive Functions (EFs) are crucial cognitive functions 
encompassing critical higher-level brain processes 
essential for cognitive functioning, including focused 
attention, decision-making, impulse control, and task 
perseverance.1 EFs are composed of two primary components: 
the Behavioral Regulation Index (BRI), which involves 
1) inhibition, 2) shifting/flexibility, and 3) emotional 
control, and the Metacognition Index (MI), comprising 1) 
initiation, 2) working memory, 3) planning/organizing, 4) 
organization of materials, and 5) monitor/self-monitoring.2 

The development of EFs commences from early in life to 
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adolescence, with significant advancements occurring 
between the ages of 3 and 6. Working memory skills 
undergo rapid development, gradually emerging from 
late infancy. Emotional control and inhibition typically 
exhibit substantial progress between ages 4 and 9, 
persisting steadily into adolescence, with full maturation 
typically achieved by age 25 upon entering adulthood. 
Subsequently, a gradual decline ensues with advancing 
age into the elderly years.3 
	 Executive functions are indispensable in the seamless 
execution and success of various daily activities and lay 
the foundation for basic skills across three key areas. 1 
Firstly, working memory involves retaining and retrieving 
information, beginning in infancy and relying heavily on 
attention. Secondly, inhibitory control entails the restraint 
of impulsive behaviors and the ability to think before 
acting, typically developing between ages 3 and 3.5, often 
correlating with the maturation of working memory. 
Thirdly, cognitive flexibility, emerging between ages 4 and 
4.5, facilitates adaptability and problem-solving, relying 
on working memory and inhibitory control. Cognitive 
flexibility hinges on the ability to inhibit responses and 
recall past information for adjustment and planning, 
thereby building upon the foundations of working memory 
and inhibitory control. The harmonious alignment of these 
EF skills fosters creativity and the cultivation of higher-level 
abilities such as emotional regulation, planning, reasoning, 
and problem-solving.1 EFs significantly contribute to 
success across various learning domains, from academic 
pursuits to social interactions, underscoring its pivotal role 
in navigating daily life.4 

	 EFs also impact development, and research has shed 
light on the intricate relationship between EF deficits and 
language components, particularly evident in individuals 
with autism spectrum disorder (ASD). Friedman and 
Sterling5 revealed that deficits in EF skills, including 
behavioral flexibility and inhibitory control, can adversely 
affect semantic language components, impacting 
vocabulary comprehension and usage. Similarly, when 
evaluated by teachers in school settings, limited vocabulary 
comprehension was associated with deficits in emotional 
control, cognitive flexibility, emotional regulation, initiation, 
and self-monitoring.6 Akbar et al.7 further demonstrated 
a correlation between lower language proficiency and 
deficits in working memory skills among children with 
ASD. Additionally, deficits in executive and developmental 
functions hindered language-related abilities such as 
working memory, syntactic components, and lexical 
semantics, exacerbating communication challenges.7 
In terms of pragmatics, they found that children with 
ASD often struggle with communication skills and social 
interaction. They lack flexibility and exhibit repetitive 
behaviors. Notably, deficits were noted in critical skills such 
as joint attention, initiating conversations, and working 
memory.8,9 Studies on executive function skills have also 
found that fundamental executive function skills, such 
as attentional focusing, are crucially linked to language-
related skills and speech. Specifically, skills in semantic 
processing directly impact one’s ability to comprehend 

meaning and communicate effectively, particularly in 
environments where one must selectively attend to 
multiple stimuli, such as environments with distracting 
noises or when there is a need to simultaneously process 
information from various sources. Furthermore, it has 
been observed that the root cause of these issues stems 
from deficits in executive function skills related to the 
ability to inhibit behavior. The lack of flexibility in cognitive 
processing to selectively attend to only the desired stimuli 
has been identified as a contributing factor.10 
	 Moreover, studies have investigated EF deficits 
in children with cleft lip and palate conditions. Bodoni 
et al.11 identified deficits in intelligence and cognitive 
understanding in these individuals, and there were 
impairments in attentional focusing, working memory, 
and planning. Structural brain imaging revealed cortical 
thinning in specific brain regions, correlating with 
cognitive deficits. 11, 12 Similarly, Conrad et al. 13 observed 
lower verbal memory abilities in children with cleft lip 
and palate than controls, highlighting EF deficits’ impact 
on language-related skills. In summary, executive function 
skills significantly affect language and speech abilities. 
A strong foundation in executive function skills helps 
develop and enhance learning abilities.
	 Researchers in the capacity of speech-language 
pathologists are tasked with the assessment and 
treatment of individuals with developmental language 
and speech impairments, including those with unclear 
speech and voice disorders, particularly prevalent among 
individuals with cleft lip and palate conditions. We 
recognize the potential contribution of speech-language 
pathologists in preventing cognitive and communicative 
deficits by enhancing various foundational skills relevant 
to cognitive management, memory, comprehension, and 
language used for communication and problem-solving. 
Consequently, our interest lies in investigating executive 
function abilities among individuals with cleft lip and 
palate conditions, which has been relatively unexplored 
in the Thai context. This study explores the executive 
function performance of individuals with cleft lip and 
palate conditions. The ultimate goal is to enhance the 
quality of life for individuals affected by cleft lip and palate. 

Methodology
	 The researchers selected a specific and targeted 
sample group of parents of individuals aged 5-15 years 
with non-syndromic cleft lip and palate conditions. The 
inclusion criteria included: 1) participation in the Speech 
Camp for Children with Cleft Lip and/or Palate conducted 
by the Princess Sirindhorn IT Foundation Craniofacial 
Center Chiang Mai University, Chiang Mai Province. 
2) absence of other accompanying disabilities, and 3) 
obtained consent and permission from the parents to 
participate in the research, documented through signed 
consent forms. For children aged 7 years and older, their 
consent was also required. The exclusion criteria were 
that the parents could not complete the Behavior Rating 
Inventory of Executive Function (Parent Form) assessment 
(BRIEF-Parent form). The researchers conducted outreach 
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to the parents of individuals aged 5-15 years with cleft lip 
and palate conditions who were receiving services at the 
speech camp in April 2024. Providing detailed information 
about the research project alongside the promotion of the 
speech camp, allowing parents time to decide whether 
to participate in the research project. The researchers 
conducted another promotion round on the day of the 
speech camp, ensuring parents had independent decision-
making rights. Subsequently, interested individuals applied 
to join the research project, and consent forms were sent 
to parents and children aged 7 years and older to sign. 
The researchers distributed the BRIEF-Parent form in Thai 
to parents and guided them through its completion to 
ensure comprehension. Parents then selected responses 
that accurately reflected the executive function abilities 
of their children. In cases where a parent could not read 
Thai, the researcher read the form aloud and recorded 
the results reported by the parent. The results were 
promptly reported back to the parents for verification and 
accuracy. The BRIEF-Parent form, translated into Thai, is 
a standardized assessment comprising 86 questions from 
two major components: the Behavior Regulation Index 
(BRI) and the Metacognition Index (MI).14 The BRI includes 
items related to 1) inhibit/inhibitory control, 2) shifting/
flexibility, and 3.) emotional control. At the same time, the 
MI comprises items on 1) initiation, 2) working memory, 
3) planning/organizing, 4) organization of materials, 
and 5) monitoring/self-monitoring. This assessment is 
applicable for children aged 5-18 years, including both 
typically developing children and those with neurological 
impairments such as learning disabilities and attention 

deficit hyperactivity disorder (ADHD), among others. It 
demonstrates high internal consistency ranging from 
0.80 to 0.98 and possesses strong validity and reliability. 
Internationally recognized and extensively employed, this 
tool is utilized by parents and educators across diverse 
environments, such as homes and schools, where children 
participate in their daily routines. It offers valuable 
perspectives on children’s executive function capacities as 
applied in practical, real-world scenarios.15 Completion of 
the entire assessment typically takes approximately 10-15 
minutes.
	 The data obtained was translated into scores for 
each domain according to the assessment criteria and 
calculated for the Global executive composite (GEC), 
the overarching summary score incorporating all of the 
BRIEF clinical scales calculated from the BRI combined 
with MI. Subsequently, statistical analysis was conducted 
to interpret the results, followed by a summary of the 
research findings. Interpreting executive function abilities 
involves comparing the obtained scores for each domain 
with age and gender-specific norms to derive T-scores. 
Scores equal to or exceeding 65 indicate significant 
problems in executive function within those specific 
domains.2

Results
	 In this study, 29 parents participated and provided 
data. The details are presented in Table 1.
	 The results of executive function performance and 
T-scores for the sample group of children are presented in 
Table 2.

Table 1. General Characteristics of the Individuals with non-syndromic cleft lip and palate (N=29).
Characteristics Number Percentage

Sex
Male
Female

14
15

48.28
51.72

Age
5 years 0 months - 5 years 11 months
6 years 0 months - 6 years 11 months
7 years 0 months - 7 years 11 months
8 years 0 months - 8 years 11 months
9 years 0 months - 9 years 11 months
10 years 0 months - 10 years 11 months
11 years 0 months - 11 years 11 months
12 years 0 months - 12 years 11 months
13 years 0 months - 13 years 11 months
Lowest Age: 5 years 8 months
Highest Age: 13 years 3 months
Average Age: 8 years 9 months

4
2
5
4
4
6
1
2
1

13.79
6.90

17.24
13.79
13.79
20.69
3.45
6.90
3.45
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Table 2. Average T-Scores of executive function performances by gender (N=29).
Scale/index Female (N=15) Male (N=14) SD

Inhibitory control 50.13 45.57 47.93 12.37
Shifting/flexibility 54.00 50.50 52.31 15.76
Emotional control 53.20 45.29 49.38 14.19
Behavior regulation index (BRI) 55.26 48.93 52.21 11.32
Initiation 49.73 48.43 49.10 13.27
Working memory 52.73 53.57 53.14 14.17
Planning/organizing 52.66 53.79 53.21 13.56
Organization of materials 46.93 50.14 48.48 13.21
Self-monitoring 53.00 51.14 52.10 15.02
Metacognition index (MI) 56.13 56.86 56.48 11.92
Global executive composite (GEC) 60.33 57.36 58.90 21.40

Table 3. Number of participants exhibiting abnormal and normal executive function performance by each domain (N=29).
Scale/Index Abnormal (N) Percentage Normal (N) Percentage

Inhibitory control 2 6.90 27 93.10
Shifting/flexibility 6 20.69 23 79.31
Emotional control 4 13.79 25 86.21
Behavior regulation index (BRI) 5 17.24 24 82.76
Initiatation 3 10.34 26 89.66
Working memory 6 20.69 23 79.31
Planning/organizing 7 24.14 22 75.86
Organization of materials 3 10.34 26 89.66
Self-monitoring 4 13.79 25 86.21
Metacognition index (MI) 5 17.24 24 82.76
Global executive composite (GEC) 8 27.59 21 72.41

	 The scores obtained for each domain are compared 
with age- and gender-specific norms to derive T-scores. 
However, the average score showed that the children with 
non-syndromic cleft lip and palate executive function skills 

are within the normal range. However, upon scrutinizing 
the scores segregated within each domain of individual 
participants, it is observed that some participants exhibit 
T- scores exceeding 65, as depicted in Table 3.

	 Data concerning the executive function performances 
of individuals across different age groups have been 
analyzed, and the findings are illuminated in detail 
(Table 4). Table 4 details the number of participants with 
abnormal and normal executive function in each age 
group, along with the average T-scores (x)̅ categorized by 

domain. Upon examining the details within the individual 
sample groups, we find that children aged 5, 6-8, and 
9-11 have T-scores for executive function performances 
falling into problematic levels for 1, 2, and 5 individuals, 
respectively.
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Discussion
	 This study examined the executive function 
performance of individuals aged 5 to 15 years with non-
syndromic cleft lip and palate, with data provided by their 
parents. 29 participants, comprising 14 males and 15 
females, were assessed using the BRIEF-Parent form in 
Thai. The results revealed that the average BRI, MI, and 
GEC scores were 52.21, 56.48, and 58.90, respectively 
(see Table 2). When interpreting these scores based on 
the assessment’s criteria, which indicate scores equal 
to or greater than 65 as indicative of executive function 
difficulties, it was found that the sample group of children 
with non-syndromic cleft lip and palate exhibited a 
standard range of executive function skills.
	 Research studies such as those by Sarakai support 
the rationale behind this study.16-18 The children in this 
study were those currently attending age-appropriate 
classrooms. As children progress into adolescence, school 
attendance becomes increasingly vital for developing 
executive function skills. Starting from kindergarten and 
progressing through higher grades, consistent school 
attendance is crucial for developing these skills. The 
school environment serves as a stimulus for efficient brain 
function, providing opportunities for children to learn and 
play beyond the confines of their homes. This, in turn, 
promotes the accumulation of life experiences through 
learning, teaching, socializing, and engaging in various 
activities, as discussed in articles by the Center on the 
Developing Child at Harvard University.15 Moreover, social 
interaction in the school context, which is a daily routine for 
children attending school, aids in the development of self-
regulation skills. It helps children control their reactions 
to distractions, manage their emotional expressions and 
behaviors towards peers, adhere to rules, regulations, and 
teacher instructions, and maintain discipline throughout 
school attendance. Consequently, this enhances children’s 
executive function skills in all aspects. Furthermore, the 
sample group in this study consisted of individuals with 
non-syndromic cleft lip and palate. This condition arises 
not from genetic mutations but from failures in connecting 
various structural components. Thus, there is a tendency 
for these children not to have cognitive impairments, as 
elucidated by Phrathanee.18 This synthesis of research 
findings underscores the importance of schooling in 
fostering executive function skills among children, 
particularly those with cleft lip and palate conditions. 
It highlights the school environment’s role as a holistic 
cognitive development facilitator. It emphasizes the 
potential impact of social interaction and consistent school 
attendance on executive function abilities. Hence, this 
may result in most of the study sample group having an 
executive function within the normal range. Furthermore, 
it is essential to consider that all participants in this study 
received intensive speech therapy through speech camp 
activities. Li et al.12 found that in a group that underwent 
speech correction, changes occurred in cortical plasticity 
in brain areas related to language, auditory processing, 
articulation, planning, and executive functions. These 
changes are believed to result from the neuroplasticity 
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mechanism, where nerve cells in the brain are stimulated 
through rehabilitation activities. 
	 However, upon considering T-score values on an 
individual subject within each age group, we found that 
children with non-syndromic cleft lip and palate in the 
sample group aged 5 to 11 still exhibit some executive 
function difficulties. Specifically, the problematic areas 
across all age ranges include shifting/flexibility, working 
memory, planning/organizing, and self-monitoring. These 
challenges impact the MI index and GEC composite, 
with T-scores falling into problematic levels (Tables 3 
and 4). partials of the results of this study are consistent 
with Bodoni et al.,11 and Conrad et al.13 may stem from 
a combination of factors. These can include the physical 
challenges associated with the cleft condition, such 
as hearing loss or speech difficulties, which can affect 
communication and social interaction. Additionally, the 
psychological impact of having a visible difference can lead 
to social stigma and emotional stress, further complicating 
executive function development. Research shows that 
children with non-syndromic cleft lip and palate may 
have lower scores on tasks measuring executive functions 
compared to their peers without the condition.13,20 This 
includes shifting, working memory, planning/organizing, 
and self-monitoring challenges.
	 Hence, speech rehabilitation contributes to 
developing language, auditory processing, articulation, 
and executive function skills in individuals with cleft lip 
and palate defects. Therefore, individuals with cleft lip and 
palate defects should receive intensive speech therapy 
from speech-language pathologists to positively impact 
executive function skills development.

Conclusion
	 This study on executive function skills of individuals 
with cleft lip and palate defects, aged 5-15 years, with 
parents as the informants, found that most of the 
sample group had executive function skills within the 
normal range. However, some of the participants still had 
problems in executive function. Even though the study is 
a pioneering investigation in Thailand on the executive 
function abilities of individuals with non-syndromic cleft 
lip and palate aged 5-15 years, the findings may serve 
as a guideline for speech therapists to recognize the 
importance of executive function skills in individuals with 
cleft lip and palate defects in the future.	

Limitations
	 This pilot study was conducted on children with 
non-syndromic cleft lip and palate. Future studies should 
include children with cleft lip and palate defects with 
other associated conditions, such as syndromic cleft lip 
and palate, Tracher-Collins syndrome, and Van De Woude 
syndrome. Additionally, future research should incorporate 
a larger sample size that encompasses all regions of 
Thailand to offer a more comprehensive understanding of 
the study results. Furthermore, conducting studies where 
data is collected from teachers who oversee children 
in school settings would provide extensive insight into 

children’s executive function skills in various contexts.
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ARTICLE INFO ABSTRACT

Background: Safe and efficient swallowing relies on adequate tongue strength and 
endurance. Thus, tongue strength and endurance assessments are essential for 
swallowing rehabilitation for individuals with swallowing difficulties due to tongue 
structure and function abnormalities. These tongue functions can be objectively 
measured using a standard device. However, in Thailand, assessing tongue strength 
and endurance using standard devices is not widespread in clinical practice due to 
the high cost of importing these devices.

Objective: This study aimed to develop a precise, accurate, and reliable tongue 
function measurement device for the clinical assessment of tongue strength and 
endurance.

Materials and methods: This study was divided into three phases: 1) Development 
of a tongue strength and endurance measurement device in a laboratory setting 
and administration of a satisfaction questionnaire, 2) Trial of the prototype device 
with six participants, and 3) Assessment of the test-retest reliability of the developed  
device and investigation of tongue strength and endurance values with twenty  
participants.

Results: As a result of this development, a novel device for measuring tongue 
strength and endurance was obtained, which provides measurements in units 
of newtons (N) and kilopascals (kPa) for strength and seconds (s) for endurance.  
The device’s development cost was significantly lower compared to imported  
commercially available devices while maintaining the performance standards for 
medical measurement devices. This was demonstrated by its accuracy ranging from 
96.40% to 100%, high precision with a Coefficient of Variation (% CV) of 0.90% to 
4.21%, and moderate to excellent reliability with an Intraclass Correlation Coefficient 
(ICC) of 0.56 to 0.93. Furthermore, statistically significant differences (p<0.01) 
were observed between genders, especially in anterior tongue strength.

Conclusion: The tongue strength and endurance measurement device developed 
through this study can be utilized for clinical tongue function assessment, giving 
patients more access to objective evaluations of tongue strength and endurance at 
a lower examination cost.
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* Introduction
	 The tongue is an organ located in the oral cavity that 
is crucial to the oral and pharyngeal phases of swallowing. 
After food has been placed in the mouth, the tongue 
carries the food to the post-canine region for chewing to 
reduce its size, then softens the chewed food with saliva 
to achieve an optimal consistency and form a bolus. 

Article history:
Received 8 March 2024
Accepted as revised 14 June 2024
Available online 19 June 2024

Keywords:
Tongue, tongue strength, tongue 
endurance, swallowing, device.

10.12982/JAMS.2024.046



P. Yaemsuan et al.  Journal of Associated Medical Sciences 2024; 57(3): 43-5144

The tongue propels the bolus from the oral cavity to the 
pharyngeal cavity. Then, it retracts against the pharyngeal 
walls to aid in bolus passage through the pharynx and 
into the upper esophageal sphincter.1-3 Safe and efficient 
swallowing relies on adequate tongue strength and 
endurance.4 Subsequently, reduced tongue strength and 
endurance can lead to dysphagia symptoms, including 
poor bolus formation, oral residue, and premature spillage 
of the bolus into the pharynx.1,2,5 Dysphagia resulting from 
any of these problems causes longer meal times, reduces 
food consumption, and affects the quality of life.6,7 
	 Tongue strength and endurance assessments are 
essential for swallowing rehabilitation for individuals 
with swallowing difficulties due to tongue structure 
and function abnormalities. This includes elderly adults 
with sarcopenia,8 individuals suffering from neurological 
disorders such as stroke, Traumatic Brain Injury (TBI), or 
Parkinson’s disease,9,10 and individuals with head and neck 
cancer who have undergone surgery, radiation therapy, 
or chemotherapy.11,12 The tongue function assessment is 
divided into two types: subjective measurement, which 
involves the observation of tongue movement capabilities, 
and objective measurement, which uses standard devices 
to quantify tongue strength and endurance numerically, 
allowing for repeatable measurement. Assessing tongue 
function using standard devices is common in clinical 
practice and research globally, with different regions 
preferring various instruments. For example, in North 
America, studies on tongue function predominantly use 
devices such as the Iowa Oral Performance Instrument 
(IOPI), the KayPENTAX Digital Swallowing Workstation, and 
the Madison Oral Strengthening Therapeutic (MOST), which 
was the early model before changing to SwallowSTRONG 
later.13,14 In Europe and Asia, the IOPI is the preferred device, 
but in Japan, the JMS tongue measurement device and the 
SwallowSCAN device have been developed and are widely 
utilized.15 In Thailand, objective tongue measurement is 
not widespread in clinical practice due to the high cost of 
importing these devices. Moreover, the literature review 
and the researcher’s clinical service experiences have 
identified certain limitations in various aspects of device 
usage. Examples include the lack of stability of the tongue 
bulb position and imprecise indications of the force 
exerted during tongue measurements. Recognizing this 
issue, the researcher saw an opportunity to develop a new 
tongue strength and endurance measurement device for 
clinical tongue function assessment, allowing patients to 
have increased access to objective evaluation of tongue 
strength and endurance at a lower examination cost.

Materials and methods
	 This study employed a developmental research 
design divided into three phases as follows:

Phase 1: Development of a tongue strength and 
endurance measurement device in a laboratory setting 
and a satisfaction questionnaire
	 First, the operational principles of the current 
standard devices used to assess tongue strength and 

endurance were studied before developing the conceptual 
framework of the prototype device. This included devices 
in both the air-filled bulb type, such as the Iowa Oral 
Performance Instrument (IOPI® PRO model 3.1, IOPI 
Medical LLC, USA),16 the JMS tongue measurement 
device (Orarize® TPM-02, JMS Co., Ltd. Japan),17 and the 
KayPENTAX Digital Swallowing Workstation (KSW model 
7200, PENTAX Medical, USA),18 and the electric sensor 
type such as the SwallowSTRONG (SwallowSTRONG®, 
Swallow Solutions LLC, USA),19 the SwallowSCAN 
(Swallow SCAN, Nitta Co., Japan),20 and the OroPress, 
developed by McCormack et al.14 Additionally, the 
design process involved a comprehensive review of the 
relevant literature concerning tongue measurement using 
standard devices and the researcher’s clinical service 
experiences. Subsequently, these conceptualizations were 
discussed and refined in collaboration with the Biomedical 
Engineering Institute (BMEI), Chiang Mai University, to 
develop the prototype device.
	 Second, the researcher evaluated the prototype 
device’s accuracy and precision in the laboratory by testing 
it with standard masses weighing 100 and 200 grams. Each 
weight was placed on the tongue force sensor 10 times.21,22 
The measured values were then used to calculate the 
percentage of accuracy (% accuracy) and percentage 
Coefficient of Variation (%CV).
	 Then, a satisfaction questionnaire for assessing 
tongue strength and endurance was developed using the 
prototype device with six participants in phase 2. The 
researcher adapted questions from relevant studies23,24 
and examined the content validity with five experts with 
at least 10 years of knowledge and expertise in dysphagia 
assessment and rehabilitation or experience in tongue 
function assessment using standard devices. Questions 
with an Item-Objective Congruence (IOC) value between 
0.50 and 1 were deemed acceptable, whereas those with 
an IOC value below 0.50 were considered for revision or 
removal.25 The researcher refined the questionnaire based 
on the feedback and submitted it to the experts for further 
review before implementation.

Phase 2: Trial of the prototype device with six participants
Participants 
	 In phase 2, the participants consisted of 6 healthy 
adults, comprising 3 females and 3 males, who were 
divided into three age groups based on 20-year intervals: 
younger adults aged 20-39 years, middle-aged adults 
aged 40-59 years, and older adults aged 60-79 years, 
respectively. Each group included 1 female and 1 male 
participant and were selected using quota sampling. All 
participants were recruited voluntarily from the Faculty 
of Associated Medical Sciences, Chiang Mai University, 
and informed consent was obtained from each participant 
before the study.
	 All participants reported being in good general 
health with no current or previous swallowing difficulties, 
as confirmed through interviews conducted by the 
researcher. Furthermore, each participant underwent an 
oral motor examination and the 3-oz water swallowing 
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test to ensure their oral mechanism and swallowing-
related reflexes were within normal limits.26

	 Participants meeting any of the following criteria 
were excluded from the study: current or historical medical 
conditions affecting oral structure and function, potentially 
impacting swallowing and speech, including neurological 
diseases, head and neck cancer, obstructive sleep apnea 
diagnosed by a physician, or a history of surgical procedures 
within the oral cavity, excluding wisdom tooth extraction; 
individuals who wore full dentures or experienced issues 
with ill-fitting dentures; and participants with impairments 
in posture maintenance, including the inability to sit 
upright continuously and maintain head positioning for at 
least 15 minutes.

Procedure
	 Data collection in this study adhered to the COVID-19 
prevention guidelines.27,28 Before tongue measurement, 
participants were instructed to rinse their mouths with 
0.12% chlorhexidine (C-20 mouthwash) for 30 seconds. 
The researcher ensured the proper setup, conducted a 
calibration check, and initiated the measurement process. 
In phase 2, tongue strength and endurance were measured 
in a single round, including three measurements each 
for anterior tongue strength, posterior tongue strength, 
anterior tongue endurance, and posterior tongue 
endurance.
	 1) Tongue strength measurement
	 The researcher positioned the tongue force sensor 
on the palate, ensuring correct alignment, and held 
the handle throughout. Anterior tongue strength was 
measured first, with participants pressing their tongue tip 
against the sensor at the midline upper alveolar ridge for 
3 seconds, followed by a 30-second rest, and repeating 
this process three times. After a 5-minute break, posterior 
tongue strength was measured at the junction of the 
hard and soft palates. Once both measurements were 
done, there was a 10-minute break before measuring 
tongue endurance. Results were recorded as the highest 
of the three measurements and presented in N (the unit 
commonly used to measure muscle strength) and kPa (the 
unit widely used by standard devices) 
	 2)	 Tongue endurance measurement
	 Participants sustained tongue pressure at 50% of 
their maximum tongue force, starting at the anterior 
region. Circular visual feedback indicating their current 
pressure level appeared on the application screen. After 
each round, there was a 2-minute break, and this process 
was repeated three times, followed by a 10-minute rest 
before measuring posterior tongue endurance. Endurance 
was measured until pressure dropped below 50% of the 
maximum. Results were averaged and presented in seconds. 

Afterward, the participants completed a satisfaction 
questionnaire for prototype device improvement.

Phase 3: Assessment of the test-retest reliability of the 
developed device and investigation of tongue strength 
and endurance values with twenty participants.
	 The researcher assessed the test-retest reliability 
of the modified prototype device on 20 participants 
aged 20-39 years, equally divided into 10 males and 10 
females, selected using quota sampling and adhering to 
the same criteria used in phase 2. Due to safety concerns 
about the significant pressure required for measuring 
tongue strength, the Human Research Ethics Committee 
recommended starting with young adults. If no risks 
related to sudden changes in blood pressure are observed, 
middle-aged and elderly volunteers will be included in 
future studies.
	 The methods and sequence for measuring tongue 
strength and endurance in these participants followed the 
same protocol in Phase 2. Tongue measurements in phase 
3 were repeated twice, with a 15-minute interval. The 
researcher analyzed the test-retest reliability and studied 
the tongue strength and endurance values using data from 
both measurement rounds.

Data analysis 
	 All data underwent statistical analysis using SPSS (IBM 
Corp. Released 2022. IBM SPSS Statistics for Mac, Version 
29.0. Armonk, NY: IBM Corp.).29 This analysis included:
	 1.	Descriptive statistics presented the mean and  

standard deviation of the participant’s demographic 
data and tongue measurements by gender and age.

	 2.	Accuracy assessment by calculating the percent 
error (%error) and deriving the percent accuracy 
(%accuracy). 

	 3.	Precision assessment by calculating the Coefficient 
of Variation (%CV) using the mean and standard 
deviation. 

	 4.	Test-retest reliability assessment using the Intraclass 
Correlation Coefficient (ICC) with a two-way mixed 
effects model for multiple raters/measurements.

Results
Phase 1: Development of a tongue strength and 
endurance measurement device in a laboratory setting 
and creation of a satisfaction questionnaire

1.1 Prototype device development
	 The device is divided into three main components: 
the tongue force sensor, processing unit, and display/
recording unit, as shown in Figure 1. The details of each 
element are as follows:
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	 1) Tongue force sensor
	 The researcher used the circular Force Sensing 
Resistor® (FSR) sensor 402 model,30 encased in food-grade 
silicone. This sensor has an overall diameter of 23 mm. The 
tongue force sensor comprises two subparts: the force-
receiving area and the handle. The force-receiving area, 
which is in contact with the tongue, has a smooth surface, 
while the area contacting the palate is slightly raised, 
approximately 1 mm higher, creating a 6 mm-wide ridge. 

Figure 2. The tongue force sensor consists of two subparts.
 a: the tongue force-receiving area, b: the handle.

This surface difference helped identify where force should 
be exerted by the tongue.
	 The handle is 5 mm thick and comfortably fits into the 
mouth for the posterior tongue region, reducing the risk of 
position changes during measurements. Additionally, the 
researcher increased the thickness of the handle’s end to 
9 mm, reducing the risk of cable damage when plugging in 
or unplugging the device each time, as shown in Figure 2.

Figure 1. Tongue strength and endurance measurement device. 
a: tongue force sensor, b: processing unit, c: display/recording unit.

	 2) Processing unit
	 The processing unit components are stored inside a 
waterproof and dust-resistant acrylic plastic box. It consists 
of two subparts: 
	 2.1) Data processing equipment:
	 The researcher chose the DOIT ESP32 DevKit v1 

Development Board31 microcontroller for device 
circuitry. This compact microcontroller with 
Bluetooth 4.2 effectively transmits signals to display 
the application results.

	 2.2) Power supply:
	 The researcher chose a rechargeable lithium battery 

as the power source, using an adapter and a USB 
Type-A to Type-B Micro USB cable for charging. On 
top of the box, a lithium battery voltage indicator LED 
display was installed to indicate the battery status. 
The first version of our application was developed.
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	 3) Display/recording unit
	 This device displays the results on a mobile application 
for the Android operating system, named ‘CMU Tongue 
Strength & Endurance Measurement Device,’ or simply 

‘CMU Tongue’ (version 1.0). The application’s functionality 
comprises three sections, as shown in Figure 3. The details 
of each section are as follows:

Figure 3. An example of a ‘CMU Tongue’ (Version 1.1) application is displayed in each section.

	 3.1) Calibration section:
	 Before each measurement, the researcher navigated 

to the ‘Calibration’ menu. A light finger press was 
applied to the force-receiving area, and the changing 
values were observed. 

	 3.2) Display section: 
	 The ‘Measure Strength’ function on the main menu was 

selected to measure tongue strength. A countdown 
was initiated, and participants were instructed to 
exert maximum force on the force-receiving area 
for 3 seconds. The resulting tongue strength was 
displayed in both N and kPa units. Subsequently, 
the endurance measurement was conducted. The 
researcher returned to the main menu and entered 
the ‘Measure Endurance’ tab. The researcher 
set the initial force level at 50% of the maximum 
tongue strength achieved in the previous strength 
measurement. If participants failed to sustain the 
tongue force within this range, the needle dropped, 
triggering the end of the test, and the endurance 
value was displayed in seconds.

	 3.3) Results recording section: 
	 The researcher initiated the measurement process 

by registering user accounts, and each measurement 
was recorded under the respective user account. The 
data was stored internally on the device and backed 
up on the Firebase platform, enabling Google to 
store data online. Data can be downloaded as CSV 
or XLSX files for offline analysis using Microsoft Excel 
(version 2007 or higher). This study utilized Microsoft 
Excel for Mac version 16.81.

1.2 Accuracy testing
	 The device demonstrated accuracy within the 
96.40% to 100% range, indicating its ability to measure 
tongue force close to the standard weight measures 

used in testing. The obtained percentages are within an 
acceptable threshold.32

1.3 Precision testing
	 Precision ranged from 0.90% to 4.21%, which is 
well within the acceptable limit of 5%, highlighting the 
high precision of the tongue pressure measurement 
component and its suitability for application as a reliable 
instrument in physiological measurements.33

1.4 Satisfaction questionnaire creation
	 All questionnaire items achieved a content validity 
index of 0.80 or higher.34 After adjustments to improve 
clarity and incorporation of expert suggestions, the revised 
questionnaire was deemed suitable for further use.

Phase 2: Trials of the prototype device with six participants
	 The satisfaction scores from the participants 
regarding the intraoral component (tongue force sensor) 
were rated very satisfactory, ranging from 4.17 to 4.67. 
Similarly, satisfaction with the extraoral component 
(application) scores ranged from 3.83 to 4.67.34 After 
considering participant feedback, the researcher and the 
BMEI team adjusted the tongue force sensor and updated 
the ‘CMU Tongue’ application from Version 1.0 to Version 
1.1. These adjustments and improvements included:
	 	The silicone rim surrounding the tongue force 

sensor was modified. This adjustment involved 
modifying the silicone mixture to create a softer 
edge while maintaining the shape and preventing 
excessive tongue force absorption. 

	 	The initial scale ranged from 0 to 30 N. Participants 
found it challenging to see their tongue force 
clearly, feeling they were applying less force. 
Therefore, the scale was adjusted to 0 to 15 N, and 
the display segments were made larger to improve 
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the visibility of the exerted force.
	 	Connectivity issues between the application and 

the processing unit were identified and resolved. 
This involved extending the Bluetooth connection 
time to ensure seamless data transmission 
between the app and the device. Additionally, a 
new protocol was implemented to automatically 
pair the app with the device whenever the 
researcher switched between measuring tongue 
strength and endurance.

Phase 3: Assessment test-retest reliability of the 
developed device and the investigation of tongue 
strength and endurance values with twenty participants

3.1 Maximum tongue strength and endurance variables 
in 20 participants
	 Table 1 shows the results of tongue strength 
measurements: females have an average anterior strength 
of 1.98±0.36 N (15.52±2.83 kPa) and a posterior strength 
of 2.29±0.80 N (17.94±6.27 kPa). Conversely, males exhibit 
greater tongue strength, with an anterior strength of 
2.56±0.56 N (20.05±4.45 kPa) and a posterior strength of 
2.51±0.96 N (19.67±7.50 kPa).
	 Regarding endurance, females have an average 
anterior endurance of 18.10±8.10 seconds and posterior 
endurance of 8.80±7.44 seconds. In contrast, males show 
markedly greater endurance, with anterior endurance 
of 28.90±17.32 seconds and posterior endurance of 
13.30±5.95 seconds.

Table 1. Maximum tongue strength and endurance in healthy young adults, categorized by gender. (N=20)

Gender Age
Tongue Strength Tongue Endurance

Anterior
(N)

Posterior
(N)

Anterior 
(kPa)

Posterior 
(kPa)

Anterior
(second)

Posterior
(second)

Female (N=10) 23.90±3.41 1.98±0.36 2.29±0.80 15.52±2.83 17.94±6.27 18.10±8.10 8.80±7.44
Male (N=10) 26.60±4.20 2.56±0.56 2.51±0.96 20.05±4.45 19.67±7.50 28.90±17.32 13.30±5.95
Total (N=20) 25.25±3.97 2.27±0.55 2.40±0.87 17.79±4.31 18.81±6.79 23.50±14.28 11.05±6.95

Note: values are presented as mean±SD.

	 Table 2 shows statistical analysis using an independent 
t-test for the variance of tongue strength and endurance, 
using Levene’s test with a 95% confidence interval, 
revealed that the variance of males and females was 

equal. The comparison of mean values of tongue strength 
and endurance between males and females revealed 
statistically significant differences (p<0.01), specifically in 
anterior tongue strength.

Table 2. Difference in tongue strength and endurance between genders. (n=20)

Measurement Female 
(N=10)

Male 
(N=10) t Sig.  

(2-tailed)
Mean 

difference
95% CI

Upper Lower
Tongue strength 

(N)
Anterior 1.98±0.36 2.56±0.56 2.74 0.01* 0.58 0.13 1.02
Posterior 2.29±0.80 2.51±0.96 0.57 0.58 0.22 -0.61 1.05

Tongue endurance 
(second)

Anterior 18.10±8.10 28.90±17.32 1.79 0.09 10.80 -1.91 23.51
Posterior 8.80±7.44 13.30±5.95 1.50 0.15 4.50 -1.83 10.83

*The mean difference is significant at the 0.01 level.

3.2 Test-retest reliability
	 Table 3 shows the test-retest reliability analysis, 
which revealed that the intraclass correlation coefficients 
(ICCs) for anterior tongue strength, posterior tongue 
strength, anterior tongue endurance, and posterior 

tongue endurance were 0.61, 0.90, 0.93, and 0.56, 
respectively. These values indicate that the measurements 
obtained from the developed device were consistent 
across repeated administrations ranging from moderate 
to excellent.35
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Discussion
	 In designing and developing the device, the researchers 
considered various factors, including the device production 
cost, practical utilization, maintenance requirements, and 
measurement quality.
	 First, to minimize production costs, the researchers 
used commercially available components, including force 
sensing resistors, a microcontroller, and USB cables, which 
were adjusted to meet the operational requirements. 
Some elements, namely the sensor silicone casing and 
processing box, were newly developed to meet specific 
requirements. The production cost of the prototype 
device was approximately 15,000 baht, significantly 
lower than the imported device set priced at 137,075 
baht (as confirmed by the quotation from the distributor 
in Thailand to the Department of Occupational Therapy, 
Faculty of Associated Medicine Sciences, Chiang Mai 
University, on November 29, 2021).
	 Second, in terms of usability, limitations were 
identified in the current standard device’s tongue bulb and 
handle, which might lead to imprecision in measurements 
or difficulties in measuring the strength and endurance 
of the posterior tongue region. To address this, the 
researchers designed a flat circular tongue force-receiving 
area with a diameter not exceeding the average width 
between the maxillary intercanine teeth.36 This design 
allows for tongue strength and endurance measurement 
across all palate sizes without the need for individualized 
sensor molding. Additionally, the handle was designed 
to be approximately 5 mm thick, consistent with the 
findings of Arakawa et al.,37 who compared the IOPI and 
JMS instruments and highlighted the advantages of the 
JMS handle, providing a more secure grip compared 
to the plastic tubing handle of the IOPI device. Upon 
comparison with this developed device, it was found that 
the tongue force sensor handle, approximately 5 mm 
thick, was comparable to the JMS handle, contributing 
to a secure grip and minimizing position changes during 
measurement. Furthermore, the researchers designed 
the thickness difference in the silicone covering of the 
tongue force-receiving area and handle to help identify 
the appropriate position during measurement, allowing 
the participants to exert tongue force more accurately. 
Finally, the overall design of the entire device comprises 
a few components, with a simple method of connecting 
the device to a smartphone, enabling other therapists 

and patients to readily use the device immediately after 
receiving instructions and demonstrations.
	 Next, the maintenance factor was considered by 
designing each component to be detachable for easy 
cleaning. The tongue force sensor is classified as a medium-
risk device for infection. After detachment, it can be easily 
cleaned by rinsing with clean water and then disinfected 
by immersion in Opal® solution containing ortho-
phthalaldehyde (OPA) at a concentration of 0.57%, for 6 
minutes at 20 °C.38 This disinfectant solution is commonly 
used in hospitals and clinics. As for the processing box and 
smartphone used for displaying and recording the results 
through the application, these components can be wiped 
clean with 70% ethanol solution after detachment.
	 Finally, regarding the device measurement quality 
testing, it was found that all six tongue force sensors 
exhibited acceptable accuracy,32 with the Coefficient of 
Variation (%CV) suggesting a high level of consistency33 
and the test-retest reliability indicating consistent 
measurements over repeated tests.35 These findings 
confirm that the developed device is reliable and suitable 
for clinical assessment and rehabilitation planning for 
tongue function.
	 When considering the tongue function values 
obtained from 20 healthy young adults, the preliminary 
findings revealed that males exhibited higher tongue 
strength and endurance in both the anterior and posterior 
regions than females. However, the statistical significance 
was only observed in anterior tongue strength. Previous 
studies on gender-related factors influencing tongue 
strength have presented varying results. Moreover, 
this study was consistent with Arakawa’s findings,15 
suggesting significant differences in tongue strength 
between genders in individuals under 60, possibly due 
to males having greater overall muscle mass, including 
tongue muscles. Additionally, there were no statistically 
significant gender differences in tongue endurance values, 
which was consistent with prior studies.39,40 Thus, these 
tongue strength and endurance values provide preliminary 
support for this developed device and serve as a basis for 
further research using larger sample groups in the future.

Limitation
	 The present study did not investigate the correlation 
between tongue strength and endurance measurements 
obtained from the developed device and those obtained 

Table 3. Intraclass Correlation Coefficients (ICCs) for tongue strength and endurance.

Intraclass 
Correlationb

95% CI F Test with True Value 0
Lower Upper Value df1 df2 Sig

Anterior tongue strength 0.61a 0.25 0.83 4.18 19 19 0.00
Posterior tongue strength 0.90a 0.76 0.96 18.42 19 19 0.00
Anterior tongue endurance 0.93a 0.83 0.97 26.56 19 19 0.00
Posterior tongue endurance 0.56a 0.17 0.80 3.55 19 19 0.00

Note: Two-way mixed effects model where people effects are random, and measures effects are fixed. a: the estimator is the same, 
whether the interaction effect is present, b: type C intraclass correlation coefficients using a consistency definition. The between-measure 
variance is excluded from the denominator variance. 
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from imported standard devices. This limitation was due 
to the constraints of the study timeline, and the study 
collected data during the severe outbreak situation of the 
COVID-19 pandemic.

Conclusion
	 The developed tongue strength and endurance 
measurement device through this study has a lower 
cost of development compared to imported commercial 
devices while maintaining performance standards and 
demonstrating acceptable accuracy, precision, and 
reliability. This device has high potential for use in clinical 
settings, allowing patients more access to objective 
assessments of tongue strength and endurance at a lower 
examination cost. This device’s objective evaluation may 
help develop efficient rehabilitation programs to improve 
tongue function in the elderly and individuals with tongue-
related disorders.
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ABSTRACT

Background: Mantle cell lymphoma (MCL) is an aggressive form of B-cell non-
Hodgkin lymphoma. The elimination of MCL cells via phagocytosis is essential 
for cancer eradication. Therefore, discovering novel targeted antibodies that 
can induce phagocytosis is needed. We have demonstrated that our in-house-
produced mouse anti-CD99 mAb clone MT99/3 could induce potent anticancer 
activities against MCL cell lines in both in vitro and in vivo mouse xenograft models. 
Nevertheless, for use in humans, the mouse mAb needs to be transformed into a 
mouse/human chimeric mAb that contains a human Fc region to activate human 
immune effector functions, especially macrophage-mediated phagocytosis. 
Antibody-dependent cellular phagocytosis (ADCP) mediated by mouse/human 
chimeric mAb MT99/3 against MCL has not been previously reported.

Objective: This study aimed to genetically engineer a mouse/human chimeric 
antibody against human CD99 derived from mouse mAb MT99/3 and to evaluate 
its effect in mediating the ADCP mechanism for eradicating MCL cells in vitro using 
monocyte-derived macrophages.

Materials and methods: The expression plasmid to produce chimeric anti-CD99 
antibody, ChAbMT99/3, was constructed by fusing the variable domains of mouse 
mAb MT99/3 with the constant domains of human IgG1 and the constant domains 
of kappa light chain. ChAbMT99/3 was expressed in the stable human expression 
system based on HEK293T cells. ChAbMT99/3 was purified from the culture supernatant 
of ChAbMT99/3-expressing HEK293T cells using Protein G chromatography. The 
purity and structure of ChAbMT99/3 were verified by SDS-PAGE and western blotting. 
The binding specificity and activity were determined by staining with cells expressing 
recombinant and native human CD99. The anticancer activity of ChAbMT99/3 in 
mediating the ADCP mechanism against MCL cell line Z138 using human monocyte- 
derived macrophages was evaluated.

Results: We successfully constructed the plasmid to produce ChAbMT99/3. Human 
HEK293T cells stably expressing ChAbMT99/3 were established. The ChAbMT99/3- 
expressing HEK293T cells could secrete ChAbMT99/3 into the culture supernatant. 
The high purity and complete IgG structure of ChAbMT99/3 were obtained from  
the purification process. Crucially, this chimeric antibody retained its binding  
reactivity to recombinant and native human CD99. In addition, the produced ChAb-
MT99/3, upon binding to MCL cells, significantly enhanced ADCP against MCL cell 
line Z138 in a dose-dependent manner.

Conclusion: The production of a mouse/human chimeric antibody against human 
CD99 derived from mouse mAb MT99/3 was successful. The engineered antibody 
could mediate ADCP activity against MCL cells. The produced ChAbMT99/3 might 
be a promising therapeutic candidate for MCL treatment.
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Introduction
	 Mantle cell lymphoma (MCL) is a rare and aggressive 
form of B-cell non-Hodgkin lymphomas (NHLs). MCL is 
genetically characterized by the translocation of t(11;14)
(q13;q32), leading to the overexpression of cyclin D1 and 
subsequent dysregulation of the cell cycle.1 MCL accounts 
for 3-10% of all NHL cases, with a higher prevalence 
in middle-aged to older patients.2 The treatment for 
MCL depends on age, overall performance status, and 
underlying co-morbidities.3 Standard regimens include 
intensified chemotherapy in combination with rituximab, 
a chimeric antibody against CD20.4 Most MCL patients 
respond to rituximab-based regimens, and remarkable 
clinical efficacy has been observed. However, patients 
often relapse due to drug resistance.5 Therefore, novel 
targeted antibodies need to be established as therapeutic 
options for mantle cell lymphoma.
	 In the current landscape of cancer treatment, 
monoclonal antibodies (mAbs) have emerged as a 
promising therapeutic option due to their specificity 
and diverse mechanisms of action.6,7 The Fc region of an 
antibody plays a crucial role in activating immune effector 
functions.6 One of the essential Fc-related mechanisms 
for cancer eradication is antibody-dependent cellular 
phagocytosis (ADCP).8 This mechanism is involved in 
activating Fc-gamma receptors (FcγRs) on macrophage 
surfaces by Fc region of antibody that recognizes cancer 
cells, resulting in the internalization and degradation 
of the cancer cells.9 Several therapeutic antibodies 
demonstrated a significant increase in macrophage-
mediated phagocytosis.10 These antibodies are recognized 
as effective drugs in various cancers. However, it has been 
reported that MCL cells upregulate the “don’t eat me” 
CD47 molecule, leading to resistance to macrophage-
mediated phagocytosis.11 Hence, therapeutic antibodies 
that mediate phagocytosis against MCL are still required.
	 As CD99 expression on MCL was reported, we have 
investigated the anticancer activities of mouse anti-CD99 
mAb clone MT99/3 against MCL.12 We demonstrated that 
the mAb MT99/3 could activate host immune effectors 
via antibody-dependent cellular cytotoxicity (ADCC) and 
complement-dependent cytotoxicity (CDC) mechanisms 
in vitro, leading to the killing of MCL cell lines. Moreover, 
it could inhibit the growth of MCL in a mouse xenograft 
model in vivo.12 These results indicated the potential of 
mAb MT99/3 in treating mantle cell lymphoma. However, 
the anticancer activity of mAb MT99/3 in the eradication 
of MCL cells by the ADCP mechanism has not been 
investigated. 
	 For human use, mouse mAb is not appropriate. The 
mouse mAb, upon treatment, will be a foreign substance and 
induce adverse effects.13,14 Therefore, the transformation 
of mouse mAb into a mouse/human chimeric mAb is 
required. The chimeric mAb contains a human Fc region, 
while the variable domains are still a mouse mAb to retain 
its binding reactivity. The transformed antibody could 
also be used to investigate the effect of an antibody in 
mediating phagocytosis by macrophage. 

	 In this study, we generated a genetically engineered 
mouse/human chimeric antibody against human CD99 
named ChAbMT99/3 by fusing the variable domain 
of mouse mAb MT99/3 with the constant domains of 
human IgG1 and kappa light chain. We evaluated the 
ADCP mediated by the generated chimeric antibody 
ChAbMT99/3 against the MCL cell line Z138. Our results 
demonstrated the potential of ChAbMT99/3 as an 
applicable therapeutic option for eradicating mantle cell 
lymphoma by phagocytosis.

Materials and methods
Antibodies 
	 The anti-human CD99 mAb clone MT99/3 (mouse 
IgG2a) was generated in our laboratory.15 PE/cyanine7-
conjugated anti-CD3 mAb, PE-conjugated anti-CD19 mAb, 
PE-conjugated anti-CD56 mAb, PerCP-conjugated anti-
CD14 mAb were purchased from BioLegend (San Diego, CA, 
USA). PE-conjugated anti-CD4 mAb, and APC-conjugated 
anti-CD8 mAb were purchased from BD Bioscience (San 
Jose, CA, USA)

Cell lines
	 Mantle cell lymphoma Z138 cells were obtained 
from JCRB cell bank, Osaka, Japan (gift from Prof. Dr. Seiji 
Okada, Kumamoto University, Kumamoto, Japan). Jurkat 
E6.1 cells were purchased from the American Type Culture 
Collection (ATCC). Both cell lines were cultured in RPMI-
1640 medium supplemented with 10% fetal bovine serum 
(FBS) and antibiotics. CD99-expressing myeloma cells were 
generated in-house.16 Myeloma and CD99-expressing 
myeloma cells were cultured in a 10% FBS-IMDM medium. 
HEK293T cells were cultured in a 10% FBS-DMEM medium. 
All cell lines were maintained at 37 oC in a 5% CO2 incubator. 

Construction of expression plasmid for chimeric antibody 
against human CD99 
	 The plasmid pTRIOZ-hIgG1 (InvivoGen, San Diego, 
CA, USA) was utilized for construction. Nucleotide 
sequences of the variable heavy chain (VH) and variable 
light chain (VL) obtained from mouse mAb MT99/3-
producing hybridoma clone were codon-optimized. These 
sequences were designed to be inserted into the pTRIOZ-
hIgG1 plasmid using SnapGene software (GSL Biotech 
LLC, San Diego, CA, USA). The codon-optimized VH chain 
sequences were synthesized with Agel and NheI restriction 
sites, while VL chain sequences had SgrAI and BsiWI sites 
at the 5´ and 3´ ends, respectively. The VL and VH genes 
were cloned into the plasmid pTRIOZ-hIgG1 in front of 
genes for constant kappa light chain (CL) and constant 
heavy chain (CH), respectively, using specific restriction 
enzymes. The expression plasmid for ChAbMT99/3 was 
named pTRIOZ-ChAbMT99/3. After construction, the VH 
and VL nucleotide sequence was verified using Sanger 
sequencing. The codon optimization, gene synthesis, 
construction, and verification of the pTRIOZ-ChAbMT99/3 
plasmid were carried out by GenScript Biotech (Nanjing, 
China). 
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Transformation and verification of the constructed plasmid 
	 Using the heat-shock method, the constructed 
plasmid pTRIOZ-ChAbMT99/3 was transformed into 
competent Escherichia coli (E. coli) DH5-α. Plasmid-
harboring E. coli were selected by spreading onto LB agar 
(BD Biosciences) containing 25 μg/mL of zeocin. A single 
colony was selected and inoculated into LB broth (BD 
Biosciences) with zeocin. Plasmids were purified using the 
QIAprep Spin Miniprep Kit (QIAGEN, Germany) according 
to the manufacturer’s instructions. Purified plasmids were 
verified by digestion with BamHI and EcoRI, and the size 
was determined by agarose gel electrophoresis.

Transfection and verification of antibody expression in 
transfected HEK293T cell line
	 The plasmid pTRIOZ-ChAbMT99/3 was transfected 
into the HEK293T cells. In brief, HEK293T cells (2×105) 
were seeded into a 6-well plate (Corning Inc., NY, USA) 
and cultured for 2 days. Transfection was performed by 
mixing 0 ng (as control) or 500 ng of plasmids with 3 µL 
of Lipofectamine® 2000 (Invitrogen, Carlsbad, CA, USA), 
following the manufacturer’s procedure. Then, cells were 
incubated at 37oC in a 5% CO2 incubator for 3 days. The 
transfected cells were intracellular immunofluorescence 
stained to detect antibody expression. In brief, transfected 
cells (1×105) were fixed with 4% paraformaldehyde for 
15 mins at room temperature (RT), then permeabilized 
using 0.1% saponin. Then, the cells were blocked the 
Fc receptors with 10% FBS and stained with Alexa Fluor 
488-conjugated goat anti-human IgG antibody (Jackson 
ImmunoResearch Laboratories, West Grove, PA, USA) or 
Alexa Fluor 488-conjugated goat anti-rabbit IgG antibody 
(negative control) (Life technology, Eugene, OR, USA), 
for 30 mins on ice. The stained cells were assessed by 
flow cytometry (AccuriTM C6 plus flow cytometer, BD 
Biosciences).
	 Additionally, culture supernatant of un-transfected 
and transfected HEK293T cells was collected for testing 
binding reactivity on CD99-positive Jurkat E6.1 cells. In 
brief, Jurkat E6.1 cells (5×105) were incubated with 10% 
FBS, followed by staining with culture supernatant. Then, 
Alexa Fluor 488-conjugated goat anti-human IgG antibody 
(Jackson ImmunoResearch Laboratories) was added, 
with subsequent analysis using the AccuriTM C6 plus flow 
cytometer.

Establishment of HEK293T cells stably expressing chimeric 
anti-CD99 antibody 
	 The transfected HEK293T cells were seeded at a 
density of 100 cells per well in 150 µL of 10% FBS-DMEM 
with 100 µg/mL of zeocin in a 96-well plate. Every 3 days, a 
medium with zeocin at a concentration of 300 µg/mL was 
added into the wells at a volume of 50 µL. Subsequently, 
surviving cells in the selected wells were harvested to 
determine the expression of the chimeric antibody using 
intracellular immunofluorescence staining. 

Production and purification of chimeric antibody against 
human CD99
	 The selected ChAbMT99/3-expressing HEK293T 
clone was cultured in a 75 cm2 T-flask and maintained 
in 10% FBS-DMEM with 100 µg/mL of zeocin. Upon 
reaching 80% confluence, the cells were washed with 
DMEM. The culture medium was changed to 293-SFM II 
media (Invitrogen) with 100 µg/mL of zeocin. After that, 
cells were cultured by frequent mixing for 5 days. The 
culture supernatant was harvested, centrifuged, and 
filtered through a 0.2 µm filter. Antibody purification was 
performed using a Hitrap protein G column with an ÄKTA 
start purification system, followed by buffer exchange 
with PBS. Concentrations of the purified antibody were 
determined by a Nanodrop® 2000 spectrophotometer. 
Twenty micrograms of protein per condition were used to 
assess the purity and structure by SDS-PAGE and western 
blotting. For western blotting, the proteins from SDS-
PAGE were transferred to PVDF membranes. The antibody 
structure was determined using HRP-conjugated goat 
anti-human IgG, Fcγ fragment-specific antibodies (Jackson 
ImmunoResearch Laboratories), followed by detection 
with SuperSignalTM West Pico Plus Chemiluminescent 
Substrate (Thermo Fisher Scientific, Waltham, MA, USA).

Verifying the binding reactivity of the purified chimeric 
antibody against human CD99 
	 Myeloma cells and CD99-expressing myeloma cells 
(5×105), were incubated with 10% FBS. Then, cells were 
stained with the purified ChAbMT99/3 or an isotype-
matched control Ab (human IgG). After washing, Alexa 
Fluor 488-conjugated goat anti-human IgG antibody was 
added. The stained cells were then analyzed using the 
AccuriTM C6 plus flow cytometer.
	 Mantle cell lymphoma Z138 cells were incubated 
with 10% FBS. The cells were stained with ChAbMT99/3 
and mAb MT99/3 at final concentrations of 0.2, 1 and 5 
µg/mL. Consequently, cells were incubated with Alexa 
Fluor 488-conjugated goat anti-human IgG antibody 
for the detection of bound ChAbMT99/3 or Alexa Fluor 
488-conjugated goat anti-mouse Igs antibody for the 
detection of bound mouse mAb MT99/3 (Invitrogen, 
Eugene, OR, USA). The stained cells were analyzed using 
the AccuriTM C6 plus flow cytometer.
	 For human peripheral blood mononuclear cells 
(PBMCs) staining, PBMCs were prepared using Ficoll-
Hypaque gradient centrifugation. PBMCs were blocked 
with 20% human AB serum and then incubated with 
biotinylated ChAbMT99/3 or a biotinylated human IgG 
(isotype-matched control Ab). After washing, cells were 
stained with FITC-conjugated streptavidin (BioLegend) 
along with antibodies for the identification of CD4+ T cells 
(CD3+CD4+), CD8+ T cells (CD3+CD8+), B cells (CD19+), NK 
cells (CD3-CD56+), NKT cells (CD3+CD56+) and monocytes 
(CD14+). The stained cells were analyzed using the AccuriTM 

C6 plus flow cytometer. 
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Determination of binding affinity of chimeric antibody 
against human CD99
	 To determine the binding affinity of ChAbMT99/3 and 
compare it with its parental mAb MT99/3, streptavidin-
coated biosensors (Pall Life Sciences, Port Washington, 
NY, USA) were employed to immobilize the biotinylated 
CD99 extracellular domain (ECD) peptide.17 The loading 
step involved pre-wetting the biosensor tip with 0.05% 
Tween -PBS (PBST), followed by immersion in a solution 
containing 10 µg/mL of CD99 ECD peptide for 120 sec. The 
excess peptide was subsequently removed by immersing 
the tip in PBST. For the association step, the peptide-coated 
biosensors were incubated with a serial two-fold dilution 
of ChAbMT99/3 or mouse MT99/3, ranging from 10 µg/
mL to 0.625 µg/mL, for 120 sec. This step was followed 
by dissociation in PBST for 300 sec. The entire experiment 
was conducted using an Octet® BLI System (Pall ForteBio), 
and the acquired data were analyzed using ForteBio data 
analysis software version 9.0 to determine the equilibrium 
dissociation constant (KD) of antibodies. 

Monocyte-derived macrophages
	 Monocyte-enriched PBMCs were prepared using 
Percoll gradient centrifugation. In brief, PBMCs at a 
concentration of 1×107 cells/mL were overlaid on Percoll 
working solution (GE Healthcare). Cells were centrifuged at 
895×g, 40 min, with break-off at RT. The ring of monocyte-
enriched PBMCs was collected. The cell numbers were 
counted using Turk’s solution. The percentages of 
monocytes were determined by flow cytometry. The 
monocyte-enriched PBMCs were plated in a 24-well plate 
at 5×105 monocytes per well and incubated at 37oC in a 5% 
CO2 incubator for 1 hr. Thereafter, non-adherent cells were 
removed by washing with PBS. The adherent cells were 
stimulated with human macrophage colony-stimulating 
factor (M-CSF) in 10% FBS-RPMI at 50 ng/mL, 400 µL for 
6 days. Of note, fresh medium containing M-CSF was 
renewed every 2 days.

Assay for antibody-dependent cellular phagocytosis
	 Z138 cells used as target cells were labeled with 
CFSE at a concentration of 2 µM. CFSE-labeled Z138 were 
incubated with a final concentration of isotype-matched 
control Ab (human IgG) and ChAbMT99/3 at 0.2, 1, or 5 

µg/mL or medium without antibody. After incubation at 
RT for 15 mins, the excess antibodies were removed by 
centrifugation at 2100×g for 4 mins. The antibody-treated 
Z138 cells were co-cultured with monocyte-derived 
macrophages (effector cells) at an effector-to-target ratio 
(E:T) of 1:4 and incubated at 37 oC in a 5% CO2 incubator 
for 4 hs. Next, the cells were harvested and stained with 
PerCP-conjugated anti-CD14 mAb. The percentage of 
phagocytosis was assessed by flow cytometry.

Statistical analysis
	 The data are expressed as mean±SD. The data were 
analyzed by One-way ANOVA with Tukey’s multiple 
comparisons using GraphPad Prism Version 9.5.1 (GraphPad 
Software, San Diego, CA). p<0.05 was considered statistically 
significant.

Results
Construction of expression plasmid for chimeric anti- 
CD99 antibody production
	 The variable domains of mouse mAb MT99/3 were 
genetically engineered by fusing them with the constant 
domains of human IgG1 and kappa light chain. The VH 
and VL genes of the mouse mAb MT99/3 were codon-
optimized, synthesized, and cloned into heavy/light chain 
cassettes of plasmid pTRIOZ-hIgG1, as illustrated in Figure 
1A. DNA sequencing of VH and VL genes in the constructed 
plasmid pTRIOZ-ChAbMT99/3 was performed to validate 
the nucleotide sequences after synthesis and cloning. 
DNA sequencing results were translated into amino acid 
sequences before alignment with original amino acid 
sequences derived from mouse mAb MT99/3. As expected, 
amino acid sequences of the synthesized VH and VL genes 
showed a 100% identity match to the parental sequences 
(Figure 1B). The results confirmed that the plasmid pTRIOZ-
ChAbMT99/3 was successfully constructed. 
	 Plasmids were transformed into competent E. coli to 
amplify the constructed pTRIOZ-ChAbMT99/3, and zeocin 
was used for clonal selection. Purified plasmids were 
verified by digestion with BamHI and EcoRI. DNA bands at 
approximately 3698 bp and 5018 bp were observed (Figure 
1C), corresponding to the predicted sizes. The result 
indicated that the amplified plasmid could be further used 
for antibody expression. 
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Figure 1. Expression plasmid for chimeric anti-CD99 antibody production. A: a graphical map of plasmid pTRIOZ-ChAbMT99/3 was created 
by SnapGene software. Genes encoding variable heavy chain (VH) and variable light chain (VL) against human CD99 were cloned into 
the heavy/light chain cassettes of plasmid pTRIOZ-hIgG1, pink color, B: amino acid sequence alignment of VH and VL in the constructed 
plasmid pTRIOZ-ChAbMT99/3. Parental VH/VL amino acid sequences of mAb MT99/3 (Query) were aligned with those of ChAbMT99/3 
(Sbjct), C: agarose gel electrophoresis of the constructed plasmid pTRIOZ-ChAbMT99/3 after amplification. The plasmids were digested 
with restriction enzymes BamHI (lane 2), EcoRI (lane 3), BamHI and EcoRI (lane 4), or without enzyme (lane 1). Sizes of standard markers 
(base pair) are shown on the left.  

Establishment of HEK293T stably expressing chimeric anti- 
CD99 antibody 
	 To generate ChAbMT99/3-expressing human cells, 
HEK293T cells were transfected with the constructed 
pTRIOZ-ChAbMT99/3 plasmid. Three days post-transfection, 

intracellular immunofluorescence staining with Alexa 
Fluor 488-conjugated anti-human IgG antibody was 
performed and showed positive reactivity with transfected 
cells (Figure 2A). The results demonstrated the successful 
expression of ChAbMT99/3 in human HEK293T cells. 
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	 In addition, the culture supernatant of transfected 
HEK293T cells also exhibited positive reactivity with CD99-
positive Jurkat E6.1 cells, while the culture supernatant 
of un-transfected cells showed no reactivity (Figure 
2B). The results indicated that ChAbMT99/3 produced 
by HEK293T cells could be secreted into the culture 
supernatant. Subsequently, to establish HEK293T stably 
expressing ChAbMT99/3, transfected cells were cultured 
in a medium containing zeocin. Transfected cells survived 
in zeocin treatment, while un-transfected cells perished 

within 5 days. These transfected cells were collected 
from 20 wells to assess the intracellular expression of 
ChAbMT99/3. Cells in all selected wells showed positive 
reactivity with Alexa Fluor 488-conjugated anti-human IgG 
antibody (Figure 2C). However, expression levels varied 
among tested wells (Figure 2C). A transfected HEK293T 
clone 2F6 demonstrating the highest geometric MFI of 
the homogenous pattern was selected for ChAbMT99/3 
production. 

Figure 2. Expression of chimeric anti-CD99 antibody in transfected HEK293T cells. A: human HEK293T cells were transfected with plasmid 
pTRIOZ-ChAbMT99/3. The transfected cells were performed intracellular staining with Alexa Fluor 488-conjugated goat anti-human 
IgG (GαH IgG-A488), Alexa Fluor 488-conjugated goat anti-rabbit IgG (GαR IgG-A488), or without antibodies (Cell only), B: culture 
supernatants obtained from the un-transfected or transfected HEK293T cells, or medium (No Ab) were subjected to stain Jurkat E6.1 cells 
followed by Alexa Fluor 488-conjugated goat anti-human IgG antibody, A-B: geometric mean fluorescence intensity (MFI) is indicated in 
the overlay histogram plots, C: un-transfected and transfected cells after zeocin selection were intracellularly stained using Alexa Fluor 
488-conjugated goat anti-human IgG antibody (depicted in pink) or Alexa Fluor 488-conjugated goat anti-rabbit IgG antibody (displayed 
in green). The geometric MFI values and the percentage of positive cells are indicated in the overlay histogram plots.
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Large-scale production and purification of chimeric anti- 
CD99 antibody
	 To increase the amount of ChAbMT99/3, the 
HEK293T expressing stable ChAbMT99/3 clone 2F6 was 
cultured in a serum-free medium containing zeocin. 
The culture supernatant was purified using a protein G 
column. Approximately 1 mg of antibody was obtained 
from approximately 200 mL of the culture supernatant. 
The purity and structure of the purified ChAbMT99/3 
were assessed using SDS-PAGE and western blotting. By 
SDS-PAGE, high purity of the purified ChAbMT99/3 was 
obtained. Protein bands were observed at approximately 
55 kDa and 25 kDa under reducing conditions, 
corresponding to the heavy and light chains of the 
antibody, respectively. In non-reducing conditions, a 

protein band at approximately 150 kDa, representing the 
whole structure of the human IgG antibody, was detected 
(Figure 3A). For western blot analysis, positive bands were 
observed at 55 kDa under reducing conditions and 150 kDa 
under non-reducing conditions, which were the expected 
positions for the heavy chain and the whole structure of 
IgG antibody, respectively (Figure 3B). However, the major 
bands appeared above 180 kDa, suggesting a multimeric 
form where two or more antibody molecules were linked 
via inter-chain disulfide bonds (Figure 3A-B). The results 
indicated the successful production and purification 
of ChAbMT99/3 with high purity. The structure of 
ChAbMT99/3 was drawn as an intact molecule of mouse/
human chimeric antibody harboring human IgG1 constant 
domains, as shown in Figure 3C.

Figure 3. The purity and structure of purified ChAbMT99/3. A: purified ChAbMT99/3 was subjected to 10% SDS-PAGE under reducing 
(R) and non-reducing (NR) conditions. Protein bands were stained with Coomassie blue, B: Western blotting was analyzed using HRP-
conjugated goat anti-human IgG, Fcγ fragment specific Abs, C: schematic drawing of ChAbMT99/3 structure. VH and VL from murine-
derived mAb MT99/3 (pink color) combined with the constant domain of human IgG1 and the constant domain of the kappa light chain 
(green color). 
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Binding reactivity of chimeric anti-CD99 antibody
	 To confirm the binding specificity of ChAbMT99/3 
against human CD99, ChAbMT99/3 was stained with 
recombinant human CD99-expressing myeloma cells. The 
results showed positive reactivity with CD99-expressing 
myeloma cells and negative reactivity with normal myeloma  
cells (Figure 4A). These results confirmed that the 
ChAbM99/3 retained its binding specificity to human 
CD99. Subsequently, to assess the binding activity 
of ChAbMT99/3 against native human CD99, surface 
staining of ChAbMT99/3 with MCL cell line Z138 and 
human PBMCs was carried out. ChAbMT99/3 could 
recognize Z138 cells that expressed native human CD99 
on cell surfaces comparable with mouse mAb MT99/3 
(Figure 4B). Moreover, the fluorescence intensity was 
increased in a dose-dependent manner (Figure 4B). For 

PBMCs, ChAbMT99/3 showed positive reactivity with all 
subpopulations in different patterns of CD99 expression 
levels, as previously reported.18 In that order, the highest 
levels of CD99 expression were found in NKT cells, NK 
cells, monocytes, T cells, and B cells (Figure 4C). Notably, 
the produced ChAbMT99/3 demonstrated good binding 
activity to the native form of human CD99, suggesting a 
potential tool for studying anticancer activities. Moreover, 
BLI data revealed that the binding affinity of ChAbMT99/3 
compared with the parental mouse mAb MT99/3 using 
CD99 EDC peptide exhibited very similar KD values, 
4.17x10-10 M and 4.62x10-10 M, respectively (Figure 5). 
This suggested that the binding capability of the produced 
ChAbMT99/3 and the parental mouse MT99/3 with CD99 
molecule was comparable.

Figure 4. Binding reactivity of chimeric anti-CD99 antibody.  A: Myeloma cells and CD99-expressing myeloma cells were stained with 10 
µg/mL of ChAbMT99/3, an isotype-matched control antibody (human IgG), or without antibody (No Ab), B: human mantle cell lymphoma 
Z138 cell line was stained with the indicated concentrations of ChAbMT99/3, mAb MT99/3, isotype-matched control Ab, or without 
antibody (No Ab), C: human PBMCs (3 donors) were stained with 10 µg/mL of biotinylated ChAbMT99/3, a biotinylated isotype-matched 
control antibody (human IgG), or without antibody (No Ab). The antibody binding on the cell surface was detected by specific conjugates. 
The numbers shown in the histogram indicate geometric MFI. 
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Figure 5. The binding affinity of ChAbMT99/3 and mouse mAb MT99/3. Biotinylated CD99 ECD peptides were loaded onto a streptavidin-
coated biosensor and associated with the indicated doses of ChAbMT99/3 or mouse mAb MT99/3, followed by dissociation in PBST. The 
graphs are shown in the fitting view. ka: the association rate constant, kd: the dissociation rate constant, KD: the equilibrium dissociation 
constant (kd/ka).

ChAbMT99/3 enhances macrophages-mediated phago-
cytosis on mantle cell lymphoma
	 Phagocytosis is an essential mechanism for the 
elimination of lymphoma cells.19,20 Thus, ADCP mediated 
by ChAbMT99/3 against MCL was evaluated. Z138 cells were 
treated with various concentrations of ChAbMT99/3, 
isotype-matched control antibody, or medium without 
antibody. After that, the treated cells were co-cultured with 
monocyte-derived macrophages. The results demonstrated 
that ChAbMT99/3 could enhance the eradication of 

Z138 cells by mediating the ADCP mechanism in a dose-
dependent manner (Figure 6), correlated with antibody 
binding on the cell surface (Figure 4B). The macrophage-
mediated phagocytosis in the ChAbMT99/3 treatment at 
1 and 5 µg/mL concentrations was significantly increased 
compared with the isotype-matched control Ab treatment 
(Figure 6B). These results indicated the potential of 
ChAbMT99/3 as a therapeutic option for eradicating MCL 
by the ADCP mechanism. 
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Figure 6. ADCP mechanism mediated by ChAbMT99/3. A-B: Monocyte-derived macrophages (3 donors) were used as effector cells and 
incubated with CFSE-labelled Z138 in the presence of isotype-matched control Ab (human IgG) or ChAbMT99/3 at 0.2, 1 and 5 µg/mL 
or medium (0 µg/mL, No Ab). The percentages of phagocytosis (CD14+CFSE+) were analyzed by flow cytometry. CD14+ cells were gated 
for further analysis of double positive of CD14+CFSE+ cells. A: Dot plots are shown as a representative of flow cytometric data. B: The 
bar graphs are shown as mean ± SD. One-way ANOVA followed by Tukey’s multiple comparison test was used for statistical comparison. 
*P<0.05, **P<0.01, ***P<0.001 ****P<0.0001 represent statistically significant values.

Discussion
	 Mantle cell lymphoma is an aggressive type of mature 
B-cell lymphoma. It can resist rituximab by inducing the 
internalization of CD20 molecules, consequently decreasing 
levels of CD20 expression on the cancer cell surface after 
rituximab treatment.21 Therefore, discovering novel 
antibodies is crucial for improving therapeutic efficacy in 
mantle cell lymphoma. Our previous results indicated that 
the in-house produced anti-CD99 mAb clone MT99/3 is a 
promising antibody for treating mantle cell lymphoma. The 
mouse mAb MT99/3 could mediate MCL eradication by 

inducing ADCC and CDC mechanisms in vitro and anticancer 
activities in vivo.12 However, the ADCP mechanism of mAb 
MT99/3 has not been investigated. The Fc region of mouse 
mAb was inappropriate for activating certain Fc receptors 
on human immune effectors.22 Moreover, for clinical use, 
mouse mAb is inappropriate. After being introduced into 
the human body, the mouse mAb acts as a foreign antigen, 
effectively triggering an immune response. The reactions 
against mouse mAb will cause several adverse effects and 
destroy the treated antibody. This will reduce the efficacy 
of treatment.13, 14 A chimeric antibody was requested for 



K. Kotemul et al.  Journal of Associated Medical Sciences 2024; 57(3): 52-6462

clinical use to increase humanness and reduce its potential 
to cause an immune response. 
	 Therefore, in this study, we engineered the mouse 
mAb MT99/3 into the mouse/human chimeric antibody 
named ChAbMT99/3, which contained the human Fc 
region. This engineered antibody was evaluated for the 
ADCP mechanism against MCL using human monocyte-
derived macrophages. The pTRIOZ-hIgG1 plasmid 
containing the IgG1 constant domain and zeocin resistance 
genes was employed to construct expression plasmid 
pTRIOZ-ChAbMT99/3. The VH and VL genes of mouse mAb 
MT99/3 were cloned upstream of constant heavy chain 
and constant light chain genes, respectively. Therefore, this 
antibody consisted of the variable domain of mouse mAb 
MT99/3 connecting the constant domains of human IgG1 
and kappa light chain. Human IgG1 exhibits the highest 
affinity for FcγR binding compared with other subclasses, 
so it is a potent activator of the ADCP mechanism.23,24 
Notably, human IgG1 antibodies commonly serve as the 
framework for Fc engineering strategies to boost immune 
effector functions.25,26 HEK239T cells were employed as 
host cells in this study as they have been widely used for 
manufacturing research-grade proteins, with the benefit 
of producing fully human post-translational modifications 
(PTMs).27 Moreover, the use of HEK293T avoids problems 
of possible immunogenicity caused by the presence of non-
human PTMs.28 Additionally, the ease of transfectability and 
relatively high protein productivity of HEK293T contribute 
to its popularity for the production of recombinant 
proteins.29 In this study, HEK293T cells were transfected 
with pTRIOZ-ChAbMT99/3 using Lipofectamine. Flow 
cytometry analysis showed 100% transfectability. Stable 
cells with high antibody expression levels were obtained 
after zeocin drug selection. The purified ChAbMT99/3 was 
achieved from the culture supernatant using protein G 
affinity chromatography. High purity and full IgG structure of 
ChAbMT99/3 were obtained. These results demonstrated 
that a genetically engineered mouse/human ChAbMT99/3 
was successfully produced in a stable human expression 
system. Furthermore, the produced ChAbMT99/3 retained 
its binding specificity to human CD99, showing positive 
reactivity with human CD99-expressing myeloma cells. 
Importantly, ChAbMT99/3 could recognize native human 
CD99 on the cell surface of MCL cell line Z138, the same 
as its parental mouse mAb MT99/3. However, indirect 
immunofluorescence assay could not be directly used 
to compare the binding capability of ChAbMT99/3 and 
mouse mAb MT99/3 with CD99 due to differences in 
conjugates. Therefore, we conducted BLI to measure 
the binding affinity of both antibodies using CD99 ECD 
peptide.17 Our findings revealed that the KD values of 
ChAbMT99/3 and mouse mAb MT99/3 were very close. 
This suggested that the binding affinities of ChAbMT99/3 
and mouse mAb MT99/3 were comparable. Moreover, the 
ChAbMT99/3 could recognize CD99 on human PBMCs in 
the same pattern as other antibodies against CD99.18 
	 Macrophage-mediated ADCP is one of the most 
essential mechanisms in cancer eradication.8 The 
upregulation of CD47, the “don’t eat me” molecule, in 

mantle cell lymphoma, hinders the elimination of cancer 
cells via phagocytosis.11 Several studies demonstrated 
that anti-CD47 mAbs must interfere with the “don’t eat me” 
signal and restore phagocytosis against MCL.11,30 Therefore, 
antibodies that are capable of inducing the ADCP 
mechanism are pivotal. In our experiment, surprisingly, 
ChAbMT99/3 could significantly enhance the macrophage-
mediated phagocytosis of an MCL cell line Z138 in a dose-
dependent manner. The increase in phagocytosis was 
correlated with the number of bound antibodies on the 
surface of target cells. Furthermore, in the context of 
ADCP, the engagement of “eat-me” and “don’t eat me” 
signals is pivotal.31,32 ChAbMT99/3, which recognized 
CD99 on target cells, might alter these signals by 
downregulating “don’t eat me” molecules or upregulating 
“eat me” molecules, resulting in higher sensitivity of 
MCL toward macrophage-mediated ADCP. Moreover, 
the internalization rate upon antibody binding with an 
antigen on target cells activates immune functions.33,34 
ChAbMT99/3 might induce a slow internalization rate 
and retain many bound antibodies on the cell surface to 
activate the Fc receptors on macrophages. However, the 
mechanism by which ChAbMT99/3 could overrule the 
function of CD47 expressed in mantle cell lymphoma is 
still unknown. Nevertheless, the combination of rituximab 
with anti-CD47 mAb exhibited the synergistic effect of 
phagocytosis.11, 30 Therefore, the combination treatment 
of ChAbMT99/3 and anti-CD47 mAbs may be better than a 
single treatment and is attractive for further investigation. 

Conclusion
	 The results demonstrated the successful production 
of a genetically engineered mouse/human chimeric 
antibody targeting human CD99 using a stable human 
expression system based on HEK293T cells. Notably, the 
produced chimeric antibody derived from mouse mAb 
MT99/3 could retain its binding reactivity to recombinant 
and native human CD99. Interestingly, the ChAbMT99/3 
significantly enhanced antibody-dependent cellular 
phagocytosis against mantle cell lymphoma. Consequently, 
ChAbMT99/3 might be a promising therapeutic option 
for eradicating mantle cell lymphoma by the ADCP 
mechanism. However, further investigations are necessary 
to explore its potential in other anti-cancer activities.
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ABSTRACT

Background: O-aminohippuric acid (OAH) is considered a low-abundance urinary 
fluorescent metabolite with the potential to be an innovative lung cancer biomarker. 
There is a lack of simple methods for measuring urinary OAH metabolite, and the 
measurement needs to be normalized by urinary creatinine, which is produced at 
a constant rate. Thus, the newly developed method must be able to determine 
urinary creatinine and OAH simultaneously in the same run.

Objective: This work aimed to develop and validate a simple high-performance 
liquid chromatography (HPLC) method for measuring urinary OAH and to establish 
the reference intervals of OAH in healthy individuals. 

Materials and methods: We synthesized OAH standard in a simple route and optimized 
simple HPLC method for simultaneous measurement of creatinine and OAH in a 
single run. Analysis was performed on a RP-C18 column with a gradient elution system 
of acetonitrile - ammonium acetate buffer (pH 6.5, 100 mM). After implementing 
optimal conditions, the procedure was compiled according to the International 
Council for Harmonisation (ICH) validation parameters. The developed method 
was used for the establishment of reference intervals of a total of 120 random 
urine samples of healthy individuals.

Results: The linear range of the calibration curve for creatinine and OAH were 
1-1000 µg/mL and 0.1-100 µg/mL, respectively. The recoveries ranged for both 
metabolites were between 91.35 % and 109.12%. The relative standard deviations 
(RSDs) for the intra-day and inter-day results ranged from 0.11-0.66 % to 0.16-1.73 
%, respectively. The limits of detection (LOD) and quantification (LOQ) were 0.258 
µg/mL and 0.783 µg/mL for creatinine, while OAH was 0.045 µg/mL and 0.137 
µg/mL, respectively. The method was successfully applied to establish reference 
intervals of OAH in healthy individuals and was defined as 0.420-2.287 mmol/mol 
creatinine. 

Conclusion: According to various validated parameters, the proposed method was 
proven to quantify urinary OAH and creatinine in a single run. It can also be analyzed 
noninvasively without additional sample processing. Reported herein is the first 
establishment of OAH reference intervals in healthy individuals, which may benefit 
the utilization of OAH as a noninvasive biomarker for lung cancer detection in the 
future.

Journal of Associated
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Introduction
	 The composition of O-aminohippuric acid (OAH) 
includes a metabolite of tryptophan and glycine, and it 
is believed to originate from kynurenine (KYN) through 
anthranilic acid.1 Tryptophan plays a vital role as an essential 
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amino acid in the synthesis of proteins and serves as a 
pivotal regulator in cancer progression.2 Its metabolites 
undergo processing through the kynurenine pathways, 
significantly impacting immune response regulation.3,4 
The main enzymes, indolamine-pyrrole 2,3-dioxygenase 
(IDO)1, IDO2, and tryptophan 2,3-dioxygenase (TDO) are 
responsible for the KYN pathway activities.5,6 Moreover, 
cancer cells predominantly rely on glycine for their growth 
and multiplication. Lung tumor-initiating cells demonstrate 
increased glycine levels derived from enhanced glycolysis 
and glutaminolysis, subsequently converting into deleterious 
metabolites.7,8 
	 The extensive use of tryptophan and glycine represents 
cancer cells’ potential metabolic reprogramming trait.9,10 
However, the exact pathway of OAH formation in the 
urine of lung cancer patients is still unknown. OAH could 
be generated through tryptophan metabolism, producing 
anthranilic acid, which is then conjugated with glycine. 
Therefore, elevated OAH levels in lung cancer patients 
may be attributed to increased tryptophan and glycine 
metabolism in cancer cells.1

	 Metabolomics offers a direct measurement of the 
metabolic profile of an organism, offering a more accurate 
approach to detecting changes in metabolism. In recent 
years, studying metabolites in biological specimens 
has been a subject of great interest.11,12 Metabolomics 
experiments can be subdivided into targeted (limited and 
predefined subset) and untargeted analyses (broader 
approach).10 Urine become the most frequently used 
biological fluid for metabolomics research for different 
cancer types since it has additional benefits over blood, 
such as being rich in metabolites, easy to handle, and 
accessible in substantial quantities, all without the need 
for invasive collection procedures.12,13 Besides, it contains 
diagnostically important metabolite OAH, and its levels in 
urine samples from lung cancer patients were significantly 
higher than those in non-cancer.1 Under a stable condition, 
the overall daily excretion of creatinine is directly 
proportional to the total body creatinine content and the 
total mass of skeletal muscle.14 To increase the accuracy of 
the analysis, the concentration of urine constituents was 
standardized using urine creatinine levels to normalize 
urine volume variations.15

	 Mass spectrometry (MS) and nuclear magnetic 
resonance (NMR) based techniques are currently utilized 
in metabolomics studies.7 The quantification of OAH in 
the previous survey utilized high-performance liquid 
chromatography coupled with mass spectrometry and 
nuclear magnetic resonance (HPLC-MS/NMR).1 These 
methods used separation via HPLC before detection, 
and OAH levels were adjusted by creatinine with an 
enzymatic reaction in all subjects. These approaches, 
however, include ion suppression, interference with other 
ions, and low throughput.1,15,16 Given the current state of 
technologies and the diverse physiological properties of 
metabolites, no single separation or detection technique 
can simultaneously identify all metabolites within a urine 
sample.3,8

	 The present work aimed to develop and validate 
high-performance liquid chromatography (HPLC) to 
determine urinary metabolites OAH and creatinine 
simultaneously. This process consists of a simple sample 
preparation enabling chromatographic separation. There 
were no reports of OAH reference intervals in non-cancer 
patients, and the previous study just compared the levels 
statistically; the developed method was successfully 
applied to establish reference intervals of OAH in healthy 
individuals, which might be helpful to differentiate healthy 
and diseased patients in clinical settings.17-20

Materials and methods
Chemicals and reagents
	 Creatinine, isatoic anhydride, glycine hydrochloride, 
and deuterated methanol were purchased from Sigma-
Aldrich, St.Louis, MO, USA. HPLC grade acetonitrile (purity, 
minimum 99.8%) was obtained from RCI Labscan Limited, 
Thailand. Ammonium acetate was purchased from BDK 
Chemicals Limited, Poole, England.  ARIOSO water purifier 
(Human Corporation, Korea) was the source of type I 
water, which was employed in preparing samples and 
mobile phase throughout the study. 

Instrumentation
	 HPLC was performed with Agilent Infinity Lab LC 
series 1260 Infinity II, USA, equipped with a diode array 
detector (G7115A), fluorescent detector (G7121A), vial 
sampler (G7129A), and a quaternary pump (G7111B). 
The analytical column used was an EC-C18 reversed-
phase column with a length of 250 mm, an internal 
diameter of 4.6 mm, and a bead size of 4 µm. ChemStation 
version 1.1.1 system control software was used for data. 
Microcentrifugation of samples was carried out in a 
Kubota 5200 Japan centrifuge. Thin-layer chromatography 
(TLC) was performed with Merck precoated silica-gel 60 
F254 plates. NMR spectra were measured with 500-MHz 
Bruker spectrometer FT-IR (Fourier Transform Infrared 
Spectroscopy). 

Preparation of Standard Solution for Creatinine and OAH
	 Creatinine (0.03 gm) and OAH (0.003 gm) were 
transferred into a 10 mL volumetric flask and filtrated 
by nylon syringe filter pore size 0.22 µm. The stock 
standards were stored at 4 oC until further use.  A series of 
calibration standards were prepared in the concentration 
range of 0.1-1000 µg/mL for creatinine and 0.1-100 µg/
mL for OAH. Quality controls for creatinine were 1000 µg/
mL (high-level quality control, HQC), 500 µg/mL (middle-
level quality control, MQC), and 250 µg/mL (low-level 
quality control, LQC). For OAH, quality controls were 1 µg/
mL (HQC), 0.5 µg/mL (MQC), and 0.25 µg/mL (LQC). All 
solutions were diluted with ultra-pure water and stored 
at 4 oC. The standards on HPLC were further analyzed for 
different validation parameters.

Sample Collection and Preparation for HPLC Analysis
	 The healthy volunteers, who had normal results in 
urine analysis, were selected. The left-over urine samples 
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were collected from the PROMT Health Center, Chiang Mai 
University. Ethical approval was obtained from the Ethics 
Review Committee, Faculty of Medicine, University of 
Chiang Mai, Thailand. Demographic characteristics were 
provided by the clinic. One hundred and twenty left-over 
random urine samples from healthy volunteers were 
collected and centrifuged at 315 g for 10 minutes. The 
supernatant was transferred to sterile tubes and was 
diluted by 10-fold dilution with deionized water. After that, 
a 2-mL aliquot of this mixture was passed through a 0.22- µm 
nylon syringe filter, and the filtrate was collected for HPLC 
analysis.

Method Development and Validation
	 Firstly, a retrosynthetic analysis of O-aminohippuric 
acid has been performed.  Then, the optimized method 
for the simultaneous estimation of creatinine and OAH 
has been validated as per the ICH guidelines, consisting 
of evaluating system suitability, specificity, linearity, and 
range, the lower limit of detection (LOD), the lower limit of 
quantification (LOQ), accuracy, precision (intra- and inter-
day), and robustness of creatinine and OAH.21,22

Establishment of Reference Intervals
	 Using the validated HPLC method, the current 
process was employed to establish a reference interval of 
potential lung cancer urinary biomarkers, OAH levels, in 
healthy populations.

Statistical Analysis
	 Linear regression tests were performed using 
Microsoft Excel 2018, and the respective calibration curve 
equation was concluded. The data were expressed as the 
mean±SD and 95% confidence interval. Statistical analysis 
was performed using SPSS 19.0. The Kolmogorov-Smirnov 
test evaluated the data distribution with p>0.05. If the 
data were normally distributed, the reference intervals 
were expressed as mean±1.96 SDs. 

Results
Chemical Synthesis of OAH Standard
	 The previous synthesis of O-aminohippuric acid relied 
on multi-step synthetic routes.23,24 As shown in Figure 1, 
we identified two commercially available precursors, isatoic 
anhydride and glycine hydrochloride, as key starting materials.

Figure 1. Retrosynthetic analysis of O-aminohippuric acid using isatoic anhydride and glycine hydrocholride.

	 After subjecting isatoic anhydride and glycine  
hydrochloride in the presence of sodium carbonate, TLC 
analysis of a crude product showed two new spots with  
retention factor (Rf) of 0.23 and 0.94, respectively. The 
spot with Rf of 0.94 corresponds to the hydrolysis product 
of isatoic acid, anthranilic acid. The spot with Rf of 0.23  
corresponds to the targeted product, a higher polar compound. 
In addition, the Rf of 0.71 in the first lane corresponds to 
the starting. The three spots in the co-sport lane serve as a 
control, and all these spots were visualized under ultraviolet 
(UV) light 254 nm in the lamp chamber material shown in 
Figure 2(A). We purified the target compound by a simple 
wash with ethyl acetate and hexane. After washing with 
ethyl acetate and hexane several times, TLC analysis of a  
washed sample showed only one spot with Rf of 0.37  
illustrated in Figure 2(B). The purity of a purified sample was 
rechecked with high-performance liquid chromatography. 
To our delight, the chromatogram of a purified sample 
showed one significant peak of O-aminohippuric acid at 

13.38 retention time (RT) in Figure 2(C). In contrast, anthranilic 
acid impurity was insignificant at 10.44 retention time, 
with a peak area of less than 10 mAU*s, accounting for 
95% purity. Despite a small amount of impurities, the 
chromatogram results from TLC and HPLC agree with each 
other after purification and can be accepted.
	 Finally, the structure of OAH was analyzed by 1H-NMR 
spectroscopy using methanol-d4 (CD3OD) as a solvent in 
which the 1H-NMR spectrum is shown in Figure 2 (D). The 
chemical shift (δ) at 7.52 (dd, J=7.9, 1.5 Hz, 1H), 7.21 (dd,  
J=8.4, 7.1, Hz, 1H), 6.77 (d, J=8.2 Hz, 1H), 6.65 (t, J=7.5 Hz, 
1H) are ascribed to aromatic protons. The chemical shift 
(δ) of 4.06 (s, 2H) corresponds to methylene protons of 
glycine units. It should be noted that the protons of the 
amino group (-NH2) could not be observed by 1H-NMR 
spectroscopy. Altogether, 1H-NMR spectroscopy could be 
used to confirm the structure of synthetic O-aminohippuric 
acid and the purity of our synthetic compound, which is 
sufficient for use in HPLC analysis. 
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HPLC method development and validation
	 After many trials had been tested, the gradient 
program, mobile phase composition, buffer pH, and 
column temperatures were adjusted, and the best-
optimized condition was obtained. It was applied from 
0 to 30% solvent B (acetonitrile) in solvent A (100 mM 
ammonium acetate, pH 6.5) with a 27-min gradient time 
(time-B (%): 0-1, 12-1, 13-30, 19-30, 20-1, 27-1). The flow 
rate was 1.0 mL/min at 40 oC. The detection wavelengths 
for both analytes were obtained the maximum sensitivity. 
For OAH detection using a fluorescent detector, the 
excitation wavelength was 340 nm, and the emission 
wavelength was 430 nm. For creatinine detection using 
diode array detector, the wavelength was 235 nm.  The 

column temperature was 40 oC, and the sample injection 
volume was 10 µL.1,18,25-27  Then, the developed method 
was validated according to ICH guidelines.

System Suitability
	 The relative standard deviation (RSD) (%) values 
of RT and peak area for creatinine and OAH were <2.0, 
indicating excellent repeatability of replicate injections 
on the integral HPLC system used. The tailing factor never 
exceeded 2 in all peaks, demonstrating reasonable peak 
regularity (acceptance limit is <2.0); and the number of 
theoretical plates was always >2000 in all chromatography 
runs, ensuring good columns efficacy throughout the 
developed separation process reported in Table 1.

Table 1. Results of system suitability parameter

Parameters
Value % RSD

Creatinine OAH
Creatinine OAH

Mean±SD (N=6) Mean±SD (N=6)
Theoretical plate 19549.2±331.7 23522.2±380.70 1.69 1.62
Tailing factor 0.76±0.013 1.18±0.01 1.71 1.18
RT (min) 3.848±0.03 14.04±0.11 0.78 0.78
Peak area 2257±18.42 440.5±5.06 0.82 1.15

Note: RSD: relative standard deviation, RT: retention time, SD: standard deviation.

Figure 2. Chemical synthesis for OAH standard. A: TLC chromatogram of crude OAH, B: TLC chromatogram of washed 
sample OAH, C: HPLC chromatogram of washed sample OAH, D: 1H-NMR spectrum (500MHz, CD3OD) of OAH.
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Specificity
	 The optimized analytical method successfully detected  
and evaluated OAH even in the presence of minor impurities. 
The chromatographic specificity of the process was  
demonstrated by the absence of significant interfering 
peaks at the RT of creatinine and OAH (3.87 and 14.05 
mins) upon comparison of blank chromatograms. This 
outcome suggests that the peaks corresponding to the  
analytes were pure, thereby confirming the specificity of 
the method.

Linearity and Range
	 Linearity was verified through the analytical curve 
using four concentration levels and evaluated in five  
injections.21,28,29 The calibration curves were linear in the 
specified ranges of 0.1-1000 µg/mL for creatinine and  
0.1-100 µg/mL for OAH. The correlation coefficient (r2) for 
creatinine and OAH was 1 with linear regression equations 
Y =37.051 and Y =7.6284, respectively, in Figure 3.

 Figure 3. Calibration curves of standard creatinine (A) and OAH (B).

Limit of detection (LOD) and limit of quantification (LOQ) 
	 The LOD and LOQ are used to calculate the sensitivity 
of the developed method.29,30 The LOD were 0.258 
and 0.045 µg/mL for creatinine and OAH, respectively. 
Moreover, the LOQ was 0.783 and 0.137 µg/mL for OAH 
and creatinine, respectively. These values are adequate for 
accurate and precise detection and quantification of OAH 
and creatinine.

Accuracy
	 Accuracy represents the closeness of the agreement 
between the mean values obtained from the series of 
measurements by the method and the actual value.28,31 
The corresponding HQC, MQC, and LQC values of 
creatinine and OAH were spiked into the normal urine 
sample, and percentage recovery was calculated along with 

standard deviation, which fell into 109.12%, 97.68%, 
97.1% for creatinine and 91.35%, 94.0%, 96.39% for OAH, 
respectively. The relative standard deviation (RSD) was 
less than 2%, indicating a high accuracy of this method.

Precision
	 Precision represents the closeness of agreement 
among a series of measurements obtained from multiple 
sampling.28 The peak areas were obtained by injecting 
HQC, MQC, and LQC for inter-day and intra-day studies. 
The results of both intra-day and inter-day findings ensure 
the high repeatability and precision of the developed 
method. All data were expressed in % RSD, less than the 
acceptable limit (<2.0%). Results for intra-and inter-day 
precision for OAH and creatinine are given in Table 2.

Table 2. Results of the precision parameter.

Parameters
Intra-day

(Repeatability)
Inter-day

(Intermediate precision)
Mean area±SD (N=6) RSD (%) Mean area±SD (N=6) RSD (%)

Creatinine
HQC 34344.0±52.16 0.15 34308.9±53.39 0.16
MQC 17141.1±18.94 0.11 17161.6±29.03 0.17
LQC 8533.2±10.05 0.12 8518.8±14.48 0.17

OAH
HQC 7.1±0.05 0.66 7.2±0.09 1.73
MQC 3.6±0.02 0.65 3.6±0.05 1.67
LQC 1.8±0.01 0.60 1.8±0.01 1.29

Note: HQC: high-level quality control, MQC: middle-level quality control, LQC: low-level quality control.



S. L. Maw et al.  Journal of Associated Medical Sciences 2024; 57(3): 65-7470

Robustness
	 In an analytical method, robustness measures its  
reliability, characterized by its capacity to remain unaffected 
by minor, intentional changes in method parameters.32 In 

all cases, creatinine and OAH peaks were symmetric, and 
the RSD (%) of a number of the theoretical plates (NTP)  
and tailing factor (TF) values were <2% with varying  
parameters. Results for robustness are presented in Table 3. 

Table 3. Overview of robustness parameter.

Variables Value Conc.
(µg/mL)

Peak area
Mean±SD (N=3) RSD (%) RT (min)

Mean±SD (N=3) RSD (%)

Creatinine
Flow rate (mL/min) 0.9 300 13747.1±113.88 0.83 4.16±0.05 1.23

1 300 12408.57±44.6 0.36 3.80±0.04 1.15
1.1 300 11229.53±80.65 0.72 3.68±0.01 0.27

Wavelength 233 300 12434.4+24.07 0.19 3.88±0.01 0.15
235 300 12408.57±44.6 0.36 3.80±0.04 1.15
237 300 12143.30±73.71 0.61 3.85±0.05 1.31

pH 6 300 11400.67±104.36 0.92 3.82±0.01 0.30
6.5 300 12404.63±43.47 0.35 3.80±0.04 1.15
7 300 12486.43±51.25 0.41 3.82±0.02 0.55

        OAH
Flow rate (mL/min) 0.9 100 813.87±3.35 0.41 14.51±0.06 0.42

1 100 753.47±3.25 0.43 14.26±0.24 0.98
1.1 100 659.60±0.87 0.13 13.59±0.03 0.19

Wavelength 338, 428 100 809.67±0.84 0.10 14.15±0.04 0.33
340, 430 100 753.47±3.25 0.43 14.26±0.14 0.98
342, 432 100 717.30±11.17 1.56 14.17±0.15 1.08

pH 6 100 756.93±6.38 0.84 13.57±0.15 1.13
6.5 100 753.47±3.25 0.43 14.26±0.14 0.98
7 100 796.07±12.12 1.52 13.61±0.08 0.57

Stability
	 The percentage of the original amount of both analytes 
remaining in the urine sample was calculated for different 
days at different temperatures. More than 80% of these 
two metabolites at various concentration levels remained 
in the urine sample for 20 days at -20 oC and -80 oC. However, 
HQC and LQC of OAH levels reduced to less than 80% at 
4oC for 20 days. 

Establishment of reference intervals
	 Table 4 summarizes the demographic characteristics 
of healthy population involved in this study. The optimized 
conditions were applied to quantify the OAH level of 120 
urine sample. An example of HPLC chromatogram for the 
measurement of OAH and creatinine is shown in Figure 4.

Table 4. Sample characteristics of all samples presented in the study. 
Total 

N=120
Male

N=55 (45.8%)
Female

N=65 (54.2%) pa

Age 47.5 (35.25-57.0) 48 (37-60) 45 (34-55.5) 0.142
21-60 100 (83.33%) 43 (35.83%) 57 (47.5%)
≥61 20 (16.67%) 12 (10%) 8 (667%)

Smoking Status
Yes 16 (13.33%) 16 (13.33%) 0 (0%)
No 104 (86.67%) 39 (32.5%) 65 (54.17%)

Exercise
Yes 41 (34.16%) 20 (22.5%) 21 (17.5%)
No 79 (64.16%) 35 (23.33%) 44 (36.67%)

Alcohol
Occasionally 43 (35.84%) 27 (22.5%) 16 (13.34%)

Never 77 (64.16%) 28 (23.33%) 49 (40.83%)
BMI 22.1 (20.10-23.97) 23 (20.80-24.20) 21 (19.60-23.90) 0.253

Normal weight (≤22.9) 69 (57.5%) 27 (22.5%) 42 (35%)
Overweight (≥23) 51 (42.5%) 28 (23.33%) 23 (19.17%)

Note: BMI: body mass index, N: number of samples. Data are presented as N (%). The median (interquartile range) is also given for age 
and BMI. a: Independent t test, p<0.05 is statistically significant different between male and female.
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	 The established reference intervals (RIs) for males 
was 0.469-2.244 mmole/mole creatinine, and females was 
0.373-2.329 mmole/mole creatinine as shown in Figure 5. 

No difference was found when stratified by gender and 
age. Therefore, we expressed RIs for both, which were 
0.420-2.287 mmole/mole creatinine.

Figure 4. HPLC chromatogram of human urine. Creatinine at retention time 3.62 mins detected by DAD detector, 
OAH at retention time 13.26 mins detected by FLD detector.

Figure 5. Determination of reference intervals for OAH in males (A) and females (B). 

Discussion
	 This study aimed to identify and establish urinary 
biomarker OAH reference intervals with a simple method of 
high-performance liquid chromatography (HPLC). Although 
first-morning void urine samples are a better choice than 
random urine samples, the choices between them depend 
on the specific goals of the metabolomics study and practical 
considerations.33 Since the current study aimed to establish  
reference intervals of OAH metabolite in a large-scale  
survey, first-morning void urine may be less convenient 
for participants. Random urine samples are easy to collect 
and often most cost-effective because they require less  
coordination and a close approach to routine analysis.

	 The previous synthesis of O-aminohippuric acid relied 
on multi-step synthetic routes and the use of highly toxic 
chemicals. In this study, we synthesized OAH with a simple 
route inspired by previous work. The synthesis was designed 
to eliminate the deprotection step of toxic carboxylic acid. 
In short, an efficient synthesis of OAH has been developed, 
and it was about 95% pure enough to use in HPLC analysis.
	 The recent method was never validated per guidelines,  
focusing on quantifying OAH with long analytical run  
times and low throughput. They mainly focused on 
the identification of OAH as a low-abundance urinary  
fluorescent metabolite as a potential lung cancer biomarker. 
Several steps are required for sample preparation, such 
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as solid phase extraction, precipitation, dilution, and filtration.1  
The creatinine concentration was analyzed using an 
enzyme-based method to normalize in each sample. 
We used simple  HPLC method and rapid sample preparations, 
which allowed us to detect OAH, and creatinine concentration 
in each sample simultaneously, saving time and cost effectively.
	 Due to no significant difference being found by gender, 
reference intervals of OAH were expressed for both genders 
in the 0.420-2.287  mmole/mole creatinine range. The median  
concentration of OAH in healthy urine detected by  
HPLC was 1.335 mmole/mole creatinine. The median  
concentration of OAH in a previous study detected by 
mass spectrometry was 0.05 mmole/mole creatinine.1 
This is probably because detection could not differentiate 
other similar naturally fluorescent metabolites in urine 
from various factors such as food, drugs, and other amino 
acid tryptophan metabolites.34,35 We selected participants 
according to our criteria and collected urine samples left 
over from the clinic that were reported as normal urine 
from urine analysis. However, samples were not collected 
under stringent conditions of diets, exercise, drugs, or  
hydration, which can be influenced by variations even 
though we did questionnaires or applied creatinine  
normalization. 
	 A previous study identified a peak with a mass per  
charge ratio of mass spectrometry and confirmed using a  
commercially available standard.1 Thus, a nuclear magnetic 
resonance (NMR) study is needed to confirm the presence 
of only OAH metabolites using selected peak fragments 
in HPLC. This is the first study to quantify and establish 
reference intervals of OAH levels in the urine samples of 
healthy people. However, the utility of these metabolites 
has not been evaluated in other cancers, and its potential 
to aid early diagnosis of lung cancer remains to be further 
assessed. The study’s strength is simple sample preparation 
and immediate processing after urine collection to avoid 
storage bias. We have some limitations in proving the OAH 
level detection in lung cancer patient’s urine. This would 
require us to obtain and analyze some time points. Thus, 
further studies are needed to quantify noninvasive urinary 
biomarkers OAH in lung cancer patients because these  
fluorescent metabolites may screen lung cancer and other 
cancers effectively. 

Conclusion
	 In summary, we developed a simple and accurate 
RP-HPLC method for the simultaneous measurement of 
creatinine and OAH. The validation results proved that the 
process is accurate, precise, sensitive, and reproducible 
for targeted metabolomics studies. We interrogated urine 
for cancer biomarkers, and the method requires minimal 
preparation before being subjected to HPLC. The reference 
interval of OAH in healthy individuals was 0.420-2.287 
mmole/mole creatinine. The results of this investigation 
suggest that the established approach may be evaluated 
in further steps to measure these metabolites in healthy 
individuals and other cancer patients in preclinical or 
clinical trials.
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ARTICLE INFO ABSTRACT

Background: The aphasia screening test detects language and speech impairments, 
clarifying individuals’ language and speech abilities before administering a 
standardized aphasia diagnosis test.

Objective: This study aimed to develop and validate an aphasia screening test for 
suspected cerebrovascular accident (CVA) patients with communication difficulties.

Materials and methods: The study underwent two phases: developing and assessing 
psychometric properties. Five experts established content validity across receptive  
language, expressive language, reading, and writing. The Chiang Mai Aphasia 
Screening Test (CMAST) was evaluated on 14 CVA patients with and 14 without 
aphasia.

Results: The content validity showed item-objective congruence ranging from 0.80 to 
1.00. Sensitivity and specificity were 96.30% and 69%, respectively, with a maximum 
Youden’s Index at 65.30% and a cut-off point of 43 points. Concurrent validity was 
high (phi coefficient =0.67), and significant score differences (p<0.001) in construct 
validity confirmed the tool’s ability to distinguish aphasic from non-aphasic  
patients. Inter-rater reliability (ICC=0.99) and internal consistency (Cronbach’s alpha 
=0.97, 95% CI 0.95-0.98) were observed.

Conclusion: The CMAST, comprising 45 items, exhibits sufficient validity and  
reliability for screening individuals suspected of aphasia due to CVA.
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Introduction
	 Aphasia, characterized by language abnormalities 
affecting receptive, expressive, and overall linguistic 
abilities, often arises from neurological dysfunction.1 These 
difficulties can profoundly impact various facets of life, 
including self-care, education, work, social engagement, 
and leisure activities.2 The prevalence of aphasia is notable 
among individuals with traumatic brain injury, meningitis, 
and cerebrovascular accidents (CVAs), with an incidence 
ranging from 4-20% among CVA patients.1, 3

	 According to statistics from the Division of Non-
Communicable Disease, Ministry of Public Health, 
Thailand, the prevalence of CVA patients in Thailand 
has consistently increased from 2016 to 2018, with an 
annual rate of 3.39 percent. In 2018, the incidence rates 
of CVA patients in Thailand and Chiang Mai province were 
as high as 506.20 and 490.59 per 100,000 population, 
respectively.4

	 Assessment and management of aphasia are 
integral aspects of rehabilitation, and Speech-Language 
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using concise and clear language. Each question is designed 
to have a singular and unambiguous interpretation, 
utilizing the Thai language appropriately. The questions 
that cover all four language aspects,15 namely (1) receptive 
language comprises auditory comprehension 37 items, 
word recognition 17 items, and sequential commands 
11 items (2) expressive language comprises spontaneous 
speech 5 items, verbal fluency 12 items, repetition 13 
items, and naming 17 items (3) reading 12 items and (4) 
writing 10 items. Total 134 items. Scoring criteria: 1 point 
for correct, 0 for incorrect. Content validity is evaluated by 
five experts, each with over ten years of clinical experience. 
The panel comprises two SLPs specialized in aphasia 
screening, one communication disorders professor, one 
Occupational Therapist focusing on CVA care, and one 
rehabilitation physician. Subsequently, questions with 
an IOC value of 0.8 or higher will be retained, and those 
below 0.8 will be excluded. Questions in each category 
were chosen through the quota sampling method. The 
revised communication disorder screening questionnaire 
will be administered to individuals with 3 CVA without 
aphasia to explore image size and clarity issues. Based 
on these results, a comprehensive version of the aphasia 
screening test called the Chiang Mai Aphasia Screening 
Test (CMAST), will be created in Appendix 1. 

Phase 2 The validation phase assesses psychometric 
properties.
	 Thai individuals aged 20 and above in the province of 
Chiang Mai, Thailand, who have been diagnosed with CVA 
by a rehabilitation physician and are currently receiving 
speech therapy. These facilities include 1) the Speech 
Therapy Clinic, Faculty of Associated Medical Sciences, 
Chiang Mai University; 2) PROMPT Health Center, Chiang 
Mai University; 3) the Community Health Clinic, Nong Pa 
Khrang; and 4) the Disability Service Center; Nong Kwai. 
The computed sample size is 12 participants. To enhance 
the study’s reliability and address potential dropouts, we 
added 15% more participants. Consequently, the final 
sample size comprises 14 individuals with aphasia and 14 
without aphasia.
	 CVA without aphasia. Inclusion criteria: (1) fluency 
in Thai language, (2) literacy in Thai before CVA, (3) normal 
or corrected vision and hearing, and (4) determination of 
non-aphasia through the Saraburi Aphasia Screening Test: 
SD-SLP-01, with SLPs requiring a score of 27 or higher.14 
Exclusion criteria: (1) neurological abnormalities unrelated 
to cerebral vascular disease, (2) incomplete assessment 
during research, (3) desire to withdraw from ongoing 
research, (4) inability to write due to hand muscle issues, 
and (5) blood pressure exceeds 180/110 mmHg.13

	 CVA with aphasia. Inclusion criteria: (1) fluency in 
Thai language, (2) literacy in Thai before CVA, (3) normal 
or corrected vision and hearing, (4) aphasia is determined 
through screening with the Saraburi Aphasia Screening 
Test: SD-SLP-01,16 and (5) diagnosed with language and/
or speech abnormalities resulting from CVA for at least 6 
months.17, 18 Exclusion criteria: same as described above. 

Pathologists (SLPs) play a crucial role in these processes. 
Evaluation typically involves bedside screening and 
standardized tests, which may take 1 to 6 hours.5-12 
However, the exhaustive nature of these evaluations can 
pose challenges for patients experiencing weakness or 
fatigue during recovery. As such, briefer screening tests, 
lasting between 3 to 15 minutes, are often conducted 
when symptoms stabilize or within 2-3 days post-stroke 
onset.13 These screenings aimed to differentiate between 
CVA patients with aphasia and those without, informing 
treatment planning, rehabilitation approaches, and 
patient and caregiver advice. 
	 Various screening tests are currently available for 
assessing aphasia in different languages, such as the 
Frenchay Aphasia Screening Test (FAST), Mississippi 
Aphasia Screening Test (MAST), ScreeLing, Ullevaal 
Aphasia Screening Test (UAS), Bedside of Western Aphasia 
Battery-Revised, and Quick Aphasia Battery (QAB).5-12 
However, Speech-Language Pathologists in Thailand face 
limited options, with the Aphasia Screening Test Saraburi 
SD-SLP-01 being the only available tool.14 Consequently, 
there is a pressing need to develop a new test or translate 
an existing international test into Thai to expand the range 
of assessment options for language and speech disorders 
within the Thai context.
	 In response to this need, the Chiang Mai Aphasia 
Screening Test (CMAST) has been developed as an 
assessment tool to address the identified gaps in screening 
options. The primary objective of this study is to create 
a Thai-language version of an aphasia screening test 
that comprehensively covers all four language aspects: 
receptive language (including auditory comprehension, 
word recognition, and sequential commands), expressive 
language (spontaneous speech, verbal fluency, repetition, 
and naming), as well as reading and writing abilities. By 
rigorously evaluating the psychometric properties of 
CMAST, including its validity and reliability, this initiative 
aims to significantly enhance the repertoire of assessment 
tools available to Speech-Language Pathologists in 
Thailand. This expansion of options will enable SLPs to 
conduct more comprehensive evaluations of language 
and speech abilities among individuals with neurological 
conditions, thereby facilitating more accurate identification 
and management of communication difficulties.

Materials and methods
	 The study involves research and development of 
an aphasia screening test, assessing its psychometric 
properties in two phases.

Phase 1 Developing a screening test and evaluating 
content validity.
	 The researchers established objectives, identified 
target groups, and defined established criteria. We then 
explored information, including concepts, theories, and 
existing literature, to shape the content of the screening 
test and clinical expertise and experiences. Finally, we 
designed and created the first version of the aphasia 
screening test.15 The screening questionnaire is formulated 
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Procedures
	 Before commencing data collection, it is essential 
to obtain consent and permission from the subjects to 
participate in the research, which should be documented 
through signed consent forms. The research project has 
received ethical approval from the ethical committees of 
the Faculty of Associated Medical Sciences, Chiang Mai 
University, with reference number AMSEC-64FB-005. 
A comprehensive assessment involved 14 individuals 
with aphasia, evaluated using CMAST and the Thai 
version of the Western Aphasia Battery (Thai WAB),19 
and 14 non-aphasia individuals who underwent CMAST 
evaluation. Two SLPs assessed the video recordings of 
all 28 participants. An expert in aphasia screening scored 
recordings using a 1-point criterion, while Thai WAB 19 
determined aphasia presence. Statistical analysis assessed 
reliability and validity.

Data analysis
	 SPSS Version 25 is used for analysis, employing 
descriptive statistics for demographic characteristics. 

Validation involves sensitivity, specificity, and construct 
validity using the Known-groups technique analyzed 
with the Mann-Whitney U test and concurrent validity. 
Reliability is assessed using the Intraclass Correlation 
Coefficient (ICC) with the Two-way random effect 
model and internal consistency using Cronbach’s alpha 
coefficient.

Results
	 The demographic characteristics of each group are 
presented in Table 1. Participants were divided into two 
groups: one with aphasia and one without aphasia. The 
aphasia group included 8 males and 6 females, with mean 
ages of 60 (SD=10.64) for males and 60 (SD=10.36) for 
females. All had been diagnosed with cerebrovascular 
accident (CVA) for over 6 months. The non-aphasia group 
also consisted of 8 males and 6 females, with mean 
ages of 59.75 years (SD=8.41) for males and 46.33 years 
(SD=17.65) for females. None of these individuals had 
aphasia.
﻿

Table 1 Demographic characteristics. 
Participant 

group N Type of aphasia Gender Number of 
participants Mean age (year) Medical diagnosis Onset

(month)

With aphasia

01 Broca’s

Male 8

60.70
(SD=10.36)

Cerebrovascular 
Accident (CVA) >6

02 Broca’s

03 Anomic

04 Wernicke’s

05 Broca’s

06 Anomic

07 Global

08 Transcortical Motor

Female 6

09 Anomic

10 Global

11 Anomic

12 Anomic

13 Anomic

14 Global

Without aphasia
Male 8 59.75

(SD=8.41)

Female 6 46.33
(SD=17.65)

Mean age of the 28 participants =57.04 years (SD=12.56) with age range 20-76 years.
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Phase 1: Develop a screening test and evaluate content 
validity and trials.
	 The questions that cover all four language aspects, 
namely (1) receptive language comprises auditory 
comprehension 37 items, word recognition 17 items, and 
sequential commands 11 items (2) expressive language 
comprises spontaneous speech 5 items, verbal fluency 
12 items, repetition 13 items, and naming 17 items 
(3) reading 12 items and (4) writing 10 items. Total 134 
items. The study results indicate that this screening tool 
demonstrated content validity in receptive language, 
expressive language, reading, and writing, with an IOC 
of 0.80-1.00. Evaluations were conducted in receptive 
language, expressive language, reading, and writing to 
assess language and speech abilities in individuals with 
aphasia. Additionally, the CMAST was tested on those 
with CVA without aphasia. The findings indicated a clear 
understanding of questions, legible letter reading, and 
appropriately sized images, leading to using the CMAST.

Phase 2 The validation phase assesses psychometric 
properties.
	 The CMAST was compared to the diagnosis results 
obtained from the gold standard using the Thai WAB.19 This 
comparison aimed to calculate sensitivity and specificity. 
The sensitivity and specificity results indicate the accuracy 
of diagnosing individuals with and without the condition, 
as demonstrated in Table 2. The highest Youden’s index 
value20 of 65.30% and a cut-off point of 43 points indicate 
CMAST’s 96.30% sensitivity in detecting aphasia and 69% 
specificity in distinguishing individuals with and without 
aphasia. 
	 The Phi correlation statistic yielded 0.67, indicating 
CMAST’s high concurrent validity with gold standard 
examination results at a significant level.21 Mann-Whitney 
U Test results (Table 3) revealed a p<0.001, signifying 
significant differences in Mean Rank between aphasia and 
non-aphasia groups. 

Table 2. Cut-off, sensitivity, specificity, Youden, and phi value of CMAST.

Cut-off Sensitivity (%) Specificity (%) Youden (Se+Sp-1) (%) Phi value

24 7.4 100 7.4 0.2

25 14.8 100 14.8 0.29

26 22.2 100 22.2 0.36

28 25.9 100 25.9 0.39
33 29.6 100 29.6 0.42
34 44.4 100 44.4 0.54

36 48.1 100 48.1 0.57

38 55.6 89.7 45.3 0.48

39 70.4 89.7 60.1 0.61

40 77.8 86.2 64.0 0.64

41 81.5 79.3 60.8 0.61

42 85.2 75.9 61.1 0.61

43 96.3 69.0 65.3 0.67

44 100 55.2 55.2 0.61

Table 3. Result of construct validity by using the Mann-Whitney U test.
Participant group N Mean rank Z p value
With aphasia 14 8.75

3.74 <.001
Without aphasia 14 20.25
Total 28

	 Thus, CMAST demonstrates construct validity, 
effectively discerning between CVA with and without 
aphasia.22 The results showed inter-rater reliability for 
each question, with ICC values ranging from 0.76 to 1.00, 
signifying good to excellent agreement. The overall CMAST 
score’s ICC value was 0.99, indicating highly consistent inter-

rater reliability,23 detailed in Table 4. Internal consistency 
assessment yielded a Cronbach’s alpha coefficient of 
0.97 for CMAST (Table 5), indicating excellent consistency 
among item scores,24 indicating consistent content across 
the items.
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Table 4. Result of inter-rater reliability.

Item number Intraclass correlationb
95% Confidence interval

Lower bound Upper bound
Spontaneous speech

1 0.862 0.700 0.936
2 0.884 0.749 0.946

Verbal fluency
3 0.881 0.745 0.945
4 1.000
5 1.000

Auditory comprehension
6 0.760 0.479 0.889
7 1.000
8 1.000
9 0.794 0.559 0.904

10 1.000
11 0.794 0.559 0.904
12 0.834 0.639 0.924
13 0.867 0.715 0.938
14 1.000
15 1.000
16 1.000
17 1.000
18 1.000
19 1.000
20 1.000

Sequential commands
21 1.000
22 0.794 0.559 0.904
23 0.802 0.572 0.908
24 0.794 0.559 0.904

Naming
25 0.932 0.854 0.968
26 0.942 0.876 0.973
27 1.000
28 0.832 0.637 0.922
29 0.932 0.854 0.968
30 0.765 0.499 0.891

Repetition
31 1.000
32 1.000
33 1.000
34 1.000
35 0.838 0.654 0.925

Word recognition
36 1.000
37 1.000
38 1.000
39 0.794 0.565 0.903
40 1.000
41 0.794 0.565 0.903

Reading
42 1.000
43 0.962 0.918 0.982

Writing
44 1.000
45 0.964 0.923 0.983

Total 0.993 0.985 0.997
Note: a: two-way random effects model where both people and measures effects are random, 
b: type A intraclass correlation coefficients using an absolute agreement definition.
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Discussion
	 The CMAST has an IOC value of 0.80-1.00, with a 
sensitivity of 96.30% in detecting aphasia and a specificity 
of 69%. Furthermore, it can be compared to the results 
of the Saraburi Aphasia Screening Test: SD-SLP-01,14 

which has sensitivity and specificity values of 92.50% 
and 84.62%, respectively18 It’s important to note that 
sensitivity and specificity depend on the population 
tested. Testing in a patient group compared to a control 
group of normal individuals would likely yield higher true 
positives in the patient group and true negatives in the 
control group, resulting in higher sensitivity and specificity 
than in reality.27 Concurrent validity is high, as indicated by 
a substantial phi coefficient of 0.67 from the correlation 
analysis. This can be compared to the results of the 
Saraburi Aphasia Screening Test: SD-SLP-01,14 which has a 
concurrent validity of 0.97.18 
	 In summary, CMAST demonstrates high concurrent 
validity, showing a strong relationship with the diagnosis 
results obtained from the gold standard examination at a 
significant level.23 It can be compared to the results of the 
Saraburi Aphasia Screening Test: SD-SLP-01.14 The p<0.001 
indicates significant differences between the aphasia and 
non-aphasia groups. Therefore, CMAST demonstrates 
construct validity by distinguishing between individuals 
with CVA and with or without aphasia.24 The inter-rater 
reliability for the overall CMAST score with an ICC value of 
0.99 indicates highly consistent inter-rater reliability.25 This 
suggests that CMAST is reliable, allowing for consistent 
results even when assessed by different evaluators. The 
internal consistency using Cronbach’s Alpha yielded a 
value of 0.97, indicating excellent reliability.26 Additionally, 
it highlights the comparison with the Saraburi Aphasia 
Screening Test: SD-SLP-01,14 where both tools demonstrate 
consistent alignment within their content, as indicated 
by similar Cronbach’s Alpha values.18 The psychometric 
properties of CMAST, which demonstrate content validity, 
sensitivity, specificity, construct validity, concurrent 
validity, and reliability, are excellent. This includes excellent 
inter-rater reliability (r=0.99) and high internal consistency 
(Cronbach’s Alpha =0.97).  Therefore, CMAST is deemed 
suitable for screening individuals with CVA and aphasia.

Conclusion
	 The newly developed CMAST is a valuable tool for 
screening language skills, including all four language 
aspects, namely (1) receptive language comprises auditory 
comprehension, word recognition, and sequential 

Table 5. Result of internal consistency.

Subtypes of CMAST Number of 
items

Cronbach’s 
alpha 

coefficient

internal 
consistency

95% Confidence interval

Lower bound Upper bound

Expressive language 16 0.95 Excellent 0.92 0.97
Receptive language 25 0.97 Excellent 0.94 0.98
Reading and Writing 4 0.88 Good 0.79 0.94
Total 45 0.97 Excellent 0.95 0.98

commands (2) expressive language comprises spontaneous 
speech, verbal fluency, repetition, and naming (3) reading 
and (4) writing. The criteria are well-defined, making 
result interpretation easy, and the screening takes only 
10-15 minutes. CMAST has undergone thorough testing, 
ensuring it is both valid and reliable. This makes it suitable 
for clinical use in screening CVA with aphasia. These 
findings are crucial for shaping treatment plans and 
rehabilitation approaches and guiding patients and their 
caregivers.

Limitation
	 Collecting data from a small sample group of 
individuals with CVA in Chiang Mai, using the Thai 
language for screening, may result in assessment 
differences compared to evaluating patients in different 
contexts. Factors such as geographical region and hospital 
characteristics (government or private) can contribute 
to variations in the assessment outcomes.  Moreover, it 
was observed that when screening individuals with CVA 
with aphasia, despite framing questions with predefined 
responses or speech targets, patients’ responses varied. 
Therefore, when used for screening in individual cases, 
the answers obtained may differ from the anticipated 
responses. Scoring in that specific subtest may depend 
on the evaluator’s discretion. The researcher suggests 
conducting further studies with a larger sample size of 
CVA patients with aphasia to differentiate between types 
of aphasia and assess severity. This comparison could be 
made using the Thai WAB.13
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Appendix 1

Example of Chiang Mai Aphasia Screening Test (CMAST)
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ARTICLE INFO ABSTRACT

Background: Such myriad consequences of musculoskeletal pain were common 
and distorted the level of functioning after spinal cord injury (SCI). No known data 
identifies pain-related factors in ambulatory individuals with SCI.

Objective: To examine the risk factors for musculoskeletal pain in ambulatory 
patients with SCI.

Materials and methods: A total of 138 ambulatory participants with SCI were  
interviewed and evaluated for their demographics, SCI traits, levels of locomotor  
disability (Functional Independence Measure-Locomotor), and data on musculoskeletal 
pain, including area, cause, and severity of pain using a body chart diagram and 
Visual Analogue Scale. Then, logistic regression was used to analyze risk factors 
associated with musculoskeletal pain.

Results: Precisely, 55.07% of the 138 ambulatory individuals with SCI reported 
musculoskeletal pain. The common top three areas of pain include the lower back 
(27%), hip (23%) and shoulder (15%). Factors associated with musculoskeletal pain 
include being a man and FIM-L 6 in which males had OR=3.56 (95% CI, 1.62-7.84; 
p=0.002) and FIM-L 6 had OR=2.57 (95% CI, 1.08-6.10; p=0.032).

Conclusion: The present findings revealed that musculoskeletal pain is highly  
prevalent in ambulatory individuals with SCI. Ambulatory individuals with SCI who 
are males and able to walk at least 50 meters while using gait devices are most 
concerned about musculoskeletal pain problems.
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Introduction 
	 Spinal cord injury (SCI) directly results in permanent 
sensorimotor and autonomic deterioration.1 In addition, 
an increasing number of coronaviruses in 2019 (COVID-19) 
affected adaptation to the new normal medical services 
model, which limited the number of people admitted to 
rehabilitation care.2 Therefore, ambulation with disabilities  
without health care follow-up after SCI may increase  
complications.3

	 Musculoskeletal pain is a chronic condition commonly  
reported in individuals with SCI.4 It is characterized by  
injury related to the overuse, strain, and wear and tear of 
the musculoskeletal structure.5 It usually gets worse with 
movement and better with rest.5 A previous study showed 
that musculoskeletal pain frequently occurred in individuals 
with SCI in the first 5 years after injury4. Another study 
reported that 68 of 100 individuals with SCI experienced 
musculoskeletal pain.5 The problem with pain significantly 

Article history:
Received 14 March 2024
Accepted as revised 3 July 2024
Available online 7 July 2024

Keywords:
Musculoskeletal disorders, factors, pain,
neurological deficits.

Corresponding contributor.
Author’s  Address:  School  of  Physical  Therapy,
Faculty  of  Associated  Medical  Sciences,  Khon
Kaen University, Khon Kaen Province, Thailand.
E-mail address:  yui@kku.ac.th
doi: 10.12982/JAMS.2024.050
E-ISSN:  2539-6056



N. Khamnon et al.  Journal of Associated Medical Sciences 2024; 57(3): 83-8984

interfered with mental and physical health, which led to a  
significant increase in the rate of hospitalization and cost 
of care, as well as a decline in quality of life.5-8 Despite  
evidence that musculoskeletal pain is a common problem 
for individuals with SCI, the various factors associated with 
the development of musculoskeletal pain in SCI among 
ambulatory individuals are unknown. 
	 Regarding concerns about advancing age, which declines 
in the musculoskeletal system, daring behaviors in males, 
having an excessive BMI, experiencing high levels of locomotor 
disability, as well as the cause, level, severity, and stage 
of the injury, are most likely to be associated with pain. 
However, existing evidence has not yet supported these 
hypotheses in ambulatory individuals with SCI.5-14 The 
data regarding factors associated with musculoskeletal 
pain could provide for ambulatory individuals with SCI 
who have a high risk of developing this issue.   Therefore, 
the study aimed to investigate risk factors associated with 
musculoskeletal pain in ambulatory individuals with SCI.

Materials and methods
Participants
	 Ambulatory individuals with SCI who visited community  
hospitals and tertiary rehabilitation centers were invited 
to participate in this study. The inclusion criteria were  
ambulatory individuals with SCI, both traumatic and 
non-traumatic causes, aged at least 18 years, and capable 
of walking independently, with or without a walking device, 
for at least 15 meters.15,16 Participants were excluded if 
they had joint or extremity deformities, had present medical  
conditions that might limit walking ability, could not  
understand and follow commands, and had any underlying 
diseases that caused pain.14 The ethical committee (HE 
591462) authorized the trial, and eligible subjects provided 
written informed permission before participating in the 
study.

Protocol
	 Participants were interviewed and assessed by 
one physiotherapist for their demographic information 
(including gender, age, body weight, and height) and SCI 
features, such as post-injury duration, cause, severity, 
and levels of SCI diagnosis using the International 
Standards for Neurological Classification of SCI (ISNCSCI).17 
Subsequently, the physiotherapist assessed participants 
present level of musculoskeletal pain using dichotomous 
variables (yes /no pain), areas of pain using a body chart 
diagram, and intensity of pain using the Visual Analogue 
Scale (VAS), ranging from 0 to 10.18 The participants were 
first interviewed about their musculoskeletal pain. The 
area of pain was localized using a body chart diagram. 
The participants evaluated pain intensity using the VAS 
scale by placing a mark at a point on a 10 cm line to rate 
the pain intensity; the far left indicated no pain, and the 
far right indicated the most intense pain imaginable.18,19 
The definition of musculoskeletal pain in this study was 
bone, joint, or muscle pain caused by repetitive strain 
or overuse.4 In addition, participants who suffer from 
neuropathic pain often describe the sensation as being like 

an electric shock or a burning sensation.20 active, passive, 
and accessory movement tests were used to differentiate 
musculoskeletal pain from neurological pain. Furthermore, 
we distinguish neuropathic pain from musculoskeletal 
pain using this essential feature of neuropathic pain.4,20 

Individuals with SCI with a VAS scale ≥ 1 were allocated 
to the musculoskeletal pain group, and those with a VAS 
scale <1 were in the no-pain group.21

	 The Functional Independence Measure-Locomotor 
(FIM-L) criteria were used to evaluate the participants’ 
levels of locomotor disability.16 The FIM-L5 is an exception 
(household locomotion), in which participants walk only 
short distances (a minimum of 15 meters independently 
with or without a device). The activity takes more 
than a reasonable amount of time, or there is safety 
consideration. With FIM-L6, patients have modified 
independence. They can walk at least 50 meters but use a 
brace (orthosis) or prosthesis on the leg, special adaptive 
shoes, cane, crutches, or walker; they take more than a 
reasonable amount of time to complete the activity; or 
there are safety considerations. With FIM-L7, patients 
have complete independence. They can walk a minimum 
of 50 meters without an assistive device. The patients 
perform the activity safely.16

Statistical analysis
	 The study data was analyzed using STATA ReleSTATA10. 
The normal distribution was verified through a Kolmogorov- 
Smirnov test. Descriptive statistics were applied to evaluate 
demographic factors, SCI features, and the prevalence of 
musculoskeletal pain. The severity of SCI was categorized 
into 4 subgroups: 1) C1-C4 AIS A, B and C; 2) C5-C8 AIS 
A, B and C; 3) T1-S3 AIS A, B and C; 4) AIS D at any injury  
level according to international SCI core data set with the 
reference. Mann-Whitney U tests for continuous data 
and the Chi-square test for categorical data were used 
to compare group results. Logistic regression analysis 
(odds ratio [OR]) was used to analyze risk factors of  
musculoskeletal pain. The factors associated with  
musculoskeletal pain in ambulatory individuals with SCI 
included age (<65, ≥65 years), gender (male and female), 
BMI (normal and overweight), levels of locomotor disability 
(FIM-L5, 6, and 7), causes (traumatic and non-traumatic), 
levels of SCI diagnosis (tetraplegia and paraplegia) and 
stages of injury (sub-acute and chronic). The significant  
difference was set as a p-value of < 0.05.

Results
	 At the beginning, 174 individuals with SCI were 
interested in participating in this research. Nevertheless, 
36 participants were excluded because they were unable 
to ambulate (N=15), had osteoarthritis of the knee (N=12), 
had brain involvement (n=5), and had pressure sores 
(N=4). Finally, a sample of 138 completed this research. 
The demographic and SCI characteristics data were non-
normal distribution and presented in median values, 
as shown in Table 1. Most participants were males, and 
the median age was 54.5 years (40.0-65.0) at the chronic 
stage, during which the median time since injury was 42 
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months (13.00-91.25). Injury levels among the individuals 
ranged from C4 to the cauda equina with AIS C and D. 
	 Seventy-six of the 138 participants complained of 
moderate musculoskeletal pain, with an average VAS score 
of 5 (the median value of the intensity of pain score was 
between 4 and 6). The most common areas of pain were 

the lower back (27%), hip (23%), and shoulder (15%), as 
shown in Figure 1. Logistic regression analysis found that 
factors associated with musculoskeletal pain were male 
gender (OR, 3.56; 95% CI, 1.62-7.84; p=0.002) and FIM-L 
6 (OR, 2.57; 95% CI, 1.08-6.10; p=0.032), as presented in 
Table 2.

Table 1. Demographics and characteristics of participants.

Variable Total
(N=138)

Pain
(N=76)

No pain
(N=62) p value

Age at injury (years) a 54.50
(40.00-65.00)

53.50
(40.25-66.75)

55.00
(37.50-64.25)

0.550

Time since injury (months)a 42.00
(13.00-91.25)

42.00
(18.25-83.75)

42.50
(8.75-42.50)

0.583

Body mass index (kg/m2)a  21.95
(18.97-25.20)

21.95
(18.82-25.07)

21.90
(19.10-25.62)

0.966

Gender: male; N (%)b 90 (65) 57 (75) 33 (53) 0.008*
Etiology: traumatic; N (%)b 59 (43) 31 (41) 28 (45) 0.606
Levels and severity of SCI; N (%)b

C1-4 AIS A, B and C 1(1) 0 (0) 1 (2) 0.068
C5-8 AIS A, B and C 6 (4) 6 (8) 0 (0)
T1-S3 AIS A, B, and C 44 (32) 26 (34) 18 (29)
AIS D at any NLI 87 (63) 44 (58) 43 (69)

Walking devices used; N (%)b

Independence 48 (34) 22 (46) 26 (54) 0.417
Cane 12 (37) 4 (61) 8 (33)
Crutches 12 (9) 8 (67) 4 (33)
Walker 50 (20) 29 (58) 21 (42)

Level of locomotor disability; N (%)b

FIM-L7 46 (33) 20 (43) 26 (57) 0.141
FIM-L6 76 (55) 47 (62) 29 (38)
FIM-L5 16 (12) 9 (56) 7 (44)

Note: NLI: neurological level of injury, FIM-L: functional Independent Measure-Locomotion score FIM-L5: participants walk only short 
distances (a minimum of 17 m) independently with or without a device, FIM-L6: participants walk a minimum of 50 m (150 ft) but use a 
brace (orthosis) or prosthesis on the leg, special adaptive shoes, cane, crutches, or walker, FIM-L7: participants walk a minimum of 50 
m (150 ft) without assistive device, adata were presented in terms of the median (interquartile range: Q1-Q3). The findings between the 
groups were compared using the Mann-Whitney U test, bthese variables were categorized data, and a chi-square test was used to compare 
differences between groups according to the following criteria, gender: male/ female, etiology: non-traumatic/ traumatic,*indicates a 
significant difference between groups (p<0.05).
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Discussion
	 Few is known about musculoskeletal pain in ambulatory 
individuals with SCI; therefore, this study aimed to explore 
factors contributing to musculoskeletal pain in people 
with SCI. The findings demonstrated that 55.07% of 
ambulatory individuals with SCI reported moderate pain, 
and the top three areas of suffering were lower back, hip, 
and shoulder suffering (Figure 1). In addition, ambulatory 
individuals with SCI who were male gender and had a high 
level of locomotor disability (FIML-6) were associated with 
an increased risk of musculoskeletal pain (Table 2).
	 Approximately 55% of individuals with SCI experience 
musculoskeletal pain; the pain data showed the association 
between chronic SCI with ambulation and various levels 
of locomotor disability, including FIM-L6 (62%), FIM-L7 
(43%), and FIM-L5 (56%) (Table 1). The lower back, hip, 
and shoulder were most affected (Figure 1). Different 
impairments between the lower limbs and the use of a 
walking device to compensate for these impairments are 

important causes of asymmetrical walking in individuals 
with neurological disorders, which may encourage 
patients to learn to limit the asymmetrical use of their 
limbs, increasing their risk of musculoskeletal pain and 
joint damage in the lower limb of greater use.22 Moreover, 
the extreme use of the upper limbs to compensate for loss 
of strength and/or mobility in lower limbs might induce 
an injury to the upper extremity structures.22,23 Therefore, 
areas of pain were shown in the lower back, hip, and 
shoulder (Figure 1). However, previous studies reported 
that the area most affected by pain was the shoulder.5,22 
The reason might be that most of the participants were 
wheelchair users.24 The present findings focused only 
on ambulatory individuals with SCI who could walk and 
who had a high risk of developing musculoskeletal pain. 
Therefore, medical rehabilitation could find an effective 
strategy to prevent negative effects for these individuals 
with SCI.       

Table 2. Factors associated with musculoskeletal pains among ambulatory individuals with spinal cord injury (SCI).
Variable Total (N) Pain, N (%) No pain, N (%) aOR (95% CI) p value
Gender
  Female 48 19 (25) 29 (47) 1
  Male 90 57 (75) 33 (53) 3.56 (1.62-7.84) 0.002*
Age
   <65 years 87 48 (63) 39 (63) 1
   ≥65 years 51 28 (37) 23 (37) 0.81 (0.36-1.79) 0.607
Cause
  Traumatic 59 31 (41) 28 (45) 1
  Non-traumatic 79 45 (59) 34 (55) 1.45 (0.67-3.13) 0.340
Body mass index
  Normal (18-23.0 kg/m2) 79 46 (61) 33 (53) 1
  Overweight (≥23.0 kg/m2) 59 30 (39) 29 (47) 0.96 (0.87-1.06) 0.130
Stage of injury
  Sub-acute stage (<12 months) 32 15 (20) 17 (27) 0.90 (0.29-1.44)
  Chronic stage (≥12 months) 106 61 (80) 45 (73) 0.56 (0.23-1.31) 0.181
Level of SCI diagnosis
  Tetraplegia 23 11 (14) 12 (19) 1
  Paraplegia 115 65 (86) 50 (81) 0.49 (0.18-1.31) 0.157
Levels of locomotor disability
  FIM-L7 46 20 (26) 26 (42) 1
  FIM-L6 76 47 (62) 29 (47) 2.57 (1.08-6.10) 0.032*
  FIM-L5 16 9 (12) 7 (11) 2.30 (0.62-8.60) 0.214

Note:  SE: standard error, aOR: adjusted odds ratio, 95%: CI95% confidence interval, AIS: American Spinal Injury Association (ASIA) 
Impairment Scale, aaOR: significant difference from the reference group for which the value was set at 1.0 (p<0.05), *significant 
difference between groups (p<0.05).
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	 This study proves the hypothesis that male individuals 
with SCI are at a greater risk of musculoskeletal pain 
than females with SCI. This finding aligns with the study 
of Hassan&Kamrujjaman, who reported an increased 
prevalence of pain in males with SCI than females 
with SCI.25  However, other studies have indicated that 
females with SCI are more likely than males to experience 
musculoskeletal pain.12,13,25  Barbetta et al. found that 
women are twice as likely to suffer from upper extremity 
pain due to physiological, and structural variances in their 
shoulders and because more women use their forearms 
to propel their wheelchairs than men.12   In the present 
study, we hypothesize that male challenges and daring 
behaviors improve self-confidence to execute everyday 
tasks more than females, which promotes the risk of 
musculoskeletal injury. According to van Drongelen et al., 
participants with higher functioning levels measured by 
FIM who perform too many activities of daily living (ADL) 
are more likely experience complaints from overuse. In 
contrast, participants with lower functioning levels who 
perform fewer tasks are less likely to experience overuse 
pain complaints.24 Furthermore, Phonthee et al. reported 
that improved functional ability may lead to greater 

Figure 1. Percent reported area of pain (The percent of pain in each area was derived from
the total 191 pain areas and each area was included from both sides)

integration of walking into everyday activities and reduced 
reliance on a wheelchair. High ability levels might also 
be accompanied by increased confidence and decreased 
movement awareness.14 Thus, challenge and courage in 
male ambulatory with SCI may explain a higher risk of pain 
than those in females.
	 Furthermore, the current findings demonstrate that 
participants with FIM-L6 (able to walk at least 50 meters 
with AAD) have a higher risk of musculoskeletal pain 
than those with FIM-L7 (able to walk at least 50 meters 
independently) and FIM-L5 (able to walk maximum 17 
meters with or without AAD). Participants with FIM-L6 
are a group of individuals who can walk a long distance 
or can walk to participate in their community, but they 
also need AAD. A previous study found that persons with 
arthritis who frequently use canes or walkers to decrease 
weight on their legs are especially susceptible to joint 
inflammation caused by repetitive forces.22   Therefore, 
long-distance walking with AAD may promote the risk of 
musculoskeletal pain more than long-distance without 
AAD and short distances with or without AAD. This finding 
indicates that even though patients with SCI can walk 
independently, AAD use also induces the risk of pain. 
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Therefore, intervention or follow-up to wean off of AAD 
after SCI is crucial.             
	 Finally, this study did not find an association between 
musculoskeletal pain and age, the SCI diagnosis level, and 
the injury stage (Table 2). The researcher supposes that 
most of the study participants were at a chronic stage and 
may have almost full functional recovery. In addition, most 
of them had a lower level of SCI diagnosis. Therefore, they 
could preserve musculoskeletal structure during walking 
and contributed to showing non-significant in age, level of 
SCI diagnosis, and stage of injury in this study. However, 
this study has some limitations regarding its findings’ 
clinical implications. The design of this study was cross-
sectional; therefore, it was unable to confirm the causality 
of pain. Thus, further exploration of long-term follow-up 
musculoskeletal pain is needed.

Conclusion
	 The finding found that male individuals with SCI and 
FIM-L6 had a high risk of developing musculoskeletal pain.  
Daring behaviors in men and AAD-related long-distance 
walking may increase the incidence of musculoskeletal 
pain in ambulatory patients with spinal cord injury.
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ABSTRACT

Background: Stress is a risk factor for metabolic syndrome (MetS). High and low 
sensory stimulation can trigger high stress, but no research exists on the relationship 
between sensory processing patterns and stress among people with MetS.

Objective: This study examined the association between sensory processing 
patterns and stress.

Materials and methods: A total of 117 people with MetS in the Nam Phrea subdistrict, 
Hang-Dong District, Chiang-Mai Province, Thailand, aged 35-85, completed the 
Thai Sensory Patterns Assessment-Adult Version (TSPA) and the Thai Stress Test 
(TST-24). Demographic and metabolic variable information was gathered. Descriptive 
statistics were used to summarize the demographic characteristics and stress. 
Spearman’s correlation and regression analysis examined the associations between 
the sensory processing patterns in each sensory modality and stress scores. 

Results: A total stress score was significantly correlated with preferences in visual 
and auditory senses, as well as with arousal levels in visual and smell-taste senses 
(r =-0.397, -0.199, -0.358, 0.268, and p<0.05). Regression analysis revealed that 
stress can be predicted by preferences and arousal levels in visual and smell-taste 
senses (R2 =0.156, 0.039, 0.174, and 0.050, respectively; p<0.05).

Conclusion: The results suggest that sensory processing patterns might associated 
with stress, which is a predictor of MetS. Health professionals can utilize acquired 
knowledge to implement sensory-based interventions for individuals with MetS to 
address their stress issues.

Journal of Associated
Medical Sciences

  
*

Introduction
	 Metabolic syndrome (MetS) is defined as a cluster 
of metabolic abnormalities, such as insulin resistance, 
visceral obesity, hypertension, and dyslipidemia.1 Over 
the last decades, MetS has been considered a worldwide 
epidemic because of its increased prevalence in the general 
population, estimated at 25% of the world population2, 3 
and 20–27% of Thai adults.4 Individuals with MetS have 
a greater risk of developing cardiovascular disease (CVD) 
in the next 5-10 years than those without MetS.5 Thus, 
identifying and understanding the risk factors for MetS 
are important for both early screening and providing early 
intervention to prevent the increasing severity of MetS.
	 Recently, evidence has revealed psychological and 
behavioral risks for MetS, including unhealthy eating,6 a 
sedentary lifestyle,7,8 and stress.9,10 Recent treatments have 
also focused directly on addressing these risks, but most 
treatments are not successful enough to minimize the 
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severe progression of MetS. Thus, a deeper understanding 
of these behavioral and psychological risks is necessary 
for understanding the mechanisms underlying unhealthy 
behaviors and emotions linked to the development of MetS. 
	 Sensory Processing Patterns refer to how the brain 
receives, organizes, and responds to sensory information 
obtained from the environment in daily life.11 These 
patterns are a crucial aspect of how individuals interact 
with the world around us, affect how they perceive and 
react to various stimuli, and shape human emotions and 
behaviors in healthy and unhealthy ways.11,12 Importantly, 
sensory processing patterns influence an individual’s ability 
to handle external and internal stimuli, which can impact 
their stress levels.13 For instance, individuals with high 
arousal or sensitivity to sensory stimuli may experience 
higher stress levels due to their heightened sensitivity 
to stimuli, making it difficult for them to tolerate certain 
environments.13 Conversely, those with low arousal or 
sensitivity to sensory stimuli may become stressed from 
the need to exert more effort to seek out sufficient stimuli 
to feel engaged.11 Therefore, understanding an individual’s 
sensory processing pattern is essential for developing 
effective strategies to manage stress.13

	 Moreover, evidence highlights the role of sensory 
processing patterns in many risks of MetS, especially 
stress.14-18 Previous research has shown that people 
with sensory sensitivity is related to high stress.18-20 and 
increased cortisol levels.21 This is because individuals 
in this group are quicker to detect and react to specific 
sensory stimuli than those with typical sensory processing, 
making them more susceptible to feeling overwhelmed 
and stressed. The physiological response to stress, 
sustained over an extended period, can trigger metabolic 
abnormalities through  the sympathetic-adrenal-medullary 
(SAM) and hypothalamic-pituitary-adrenal (HPA) axes, 
ultimately leading to the development of MetS.10 Moreover, 
behavioral responses to stress are also associated with 
MetS, such as increased food consumption and reduced 
physical activity.22 Therefore, investigating sensory processing 
patterns as determining stress factors among individuals 
with MetS is imperative for targeted interventions 
that consider sensory aspects in managing stress and, 
subsequently, the severity of MetS.
	 However, there is no research regarding the 
relationship between sensory processing patterns in 
specific modalities and stress among people with MetS. 
Specifying what sensory processing patterns predict stress 
in a particular sense is important for tailoring sensory-
based interventions to support both physical and mental 
well-being to minimize the progression of MetS. Therefore, 
the aim of this study was to examine the relationships 
between sensory processing patterns in specific modalities 
and stress among community-dwelling people with MetS. 

Materials and methods
	 This study used a correlational research design 
and received ethics approval from the Research Ethics 
Committee of the Faculty of Associated Medical Sciences, 
Chiang Mai University (No. AMSEC-65EX-071).

Participants
	 This study recruited 117 people with MetS (42 males 
and 75 females) aged 35 to 85 years (mean = 54.31±10.77) 
from the Nam Phrae subdistrict health promotion hospital, 
Hang-Dong District, Chiang-Mai province, Thailand. The 
inclusion criteria encompassed the presence of three 
metabolic risk factors, as delineated by the Harmonized 
Criteria for MetS,1 which included elevated fasting blood 
glucose (FPG) levels ≥100 mg/dL, elevated blood pressure 
(BP) ≥130/85 mmHg, and waist circumference (WC) 
exceeding >90 cm (for males) and >80 cm (for females). 
The exclusion criteria were the presence of serious mental 
illness, sensory impairment, chronic diseases (e.g., thyroid, 
respiratory, liver, kidney, and cardiovascular diseases), 
or cognitive impairments screened by the Mental State 
Examination Thai 10 (MSET-10).23 

Data collection materials
Demographic questionnaire
	 This questionnaire was used to gather data, including 
age, gender, education level, career status, and marital 
status.

Measures of metabolic risk factors
	 Capillary fasting blood glucose (CFBG) was measured 
by a nurse in the early morning (between 7:00 and 8:00 am) 
following a 12-hour fasting period. Blood pressure (BP) was 
assessed using an automatic sphygmomanometer with the 
participant seated following a 10-minute resting period. 
The mean of the two measurements was used to calculate 
the estimated blood pressure. Waist circumference (WC) 
was measured with a nonelastic circumference measuring 
tape. At the same time, the individual stood, rounded to 
the nearest 0.1 cm, and taken midway between the lowest 
rib and the iliac crest.

The Thai Sensory Patterns Assessment-Adult Version (TSPA) 
	 The self-reported TSPA-adult version comprises 60 
items divided into two parts: sensory preferences (35 
items) and sensory arousals (25 items); each is divided into 
six categories based on sensory modalities. As confirmed 
by factor analysis, these include visual, auditory, smell 
and taste, tactile, proprioceptive, and vestibular senses. 
This questionnaire uses a 5-point Likert scale, in which 
participants rate how frequently they respond to sensory 
events in daily life.
	 In part of sensory preferences, there are 35 items for 
assessing the type of sensory stimulus that tends to make 
individuals feel affirmed, comfortable, and pleasurable. 
The items are divided into 6 categories, including visual (4 
items), auditory (5 items), smell and taste (9 items), tactile 
(4 items), proprioceptive (8 items), and vestibular (5 items) 
senses. An example of sensory preference is: “I like eating 
sweets or smelling food.” Participants responded to each 
item using a 5-point Likert scale: 1 = never, 2 = seldom,  
3 = occasionally, 4 = frequently, 5 = always.
	 In part of sensory arousal, there are 25 items for 
assessing the alertness of the nervous system, which 
is affected by sensory input in daily life. The items are 
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also divided into 6 categories, including visual (3 items), 
auditory (6 items), smell and taste (3 items), tactile (3 
items), proprioceptive (3 items), and vestibular (7 items) 
senses. An example item for sensory arousal is: “I can 
eat food that has a strong or pungent smell.” Participants 
responded to each item using a 5-point Likert scale. The 
scale for items indicating high arousal was: 1 = never, 2 = seldom,  
3 = occasionally, 4 = frequently, 5 = always. The scale was 
reversed for items indicating low arousal: 5 = never, 4 = seldom, 
3 = occasionally, 2 = frequently, 1 = always.
	 The scores for each sensory modality in both two 
parts are aggregated and reported as a percentage, 
indicating low (below 25%), moderate (25-75%), or high 
(above 75%) sensory preferences or levels of sensory 
arousal. The TSPA has acceptable validity (IOC = 0.60 to 
1.00 in parts 1 and 2) and reliability (ICC = 0.93, 0.77, 
Cronbach’s alpha = 0.89, and 0.62 in parts 1 and 2).24

Thai Stress Test (TST-24)
	 The self-reported TST-24 consists of 24 items to assess 
both positive and negative psychological reactions to daily 
life events, and each item is rated on a 3-point scale from 
1 to 3 (never = 0, sometimes = 1, and often = 3). The items 
were divided into negative (items 1-12) and positive (items 
13-24) feelings, each of which were separately summed, 
with both having a possible range of 0 to 36 (higher scores 
indicating greater stress). The scores were then compared 
to a matrix table to obtain an index score, classifying the 
individual’s stress into four levels (excellent mental health, 
normal mental health, mild anxiety, and stress). The 
Cronbach’s alpha for the total test was 0.84, and the sprit 
half reliability coefficient for the total test was 0.88.25 

Procedure
	 After obtaining approval from the Research Ethics 
Committee, the participants were recruited from the Nam 
Phrae subdistrict health promotion hospital from January 
1st, 2023, to April 30th, 2023. Purposive sampling was 
employed for recruited participants. Initially, a physician 
screens individuals with MetS during the annual health 
checkup and screening for metabolic diseases, and then 
village health volunteers establish initial contact with 
eligible participants. A total of 145 individuals who met 

the diagnostic criteria for MetS were invited to participate 
in the study through advertisements via posted flyers and 
word-of-mouth done by the village health volunteers. 
Those who expressed interest in participating in this study 
directly contacted the researcher or the village health 
volunteers via phone. An assessor used the MSET-10 and 
asked them to complete a demographic questionnaire to 
ensure that they met the inclusion criteria. Finally, the 117 
participants who met the inclusion criteria and agreed to 
participate in the study were asked to sign an informed 
consent form and then complete the questionnaire for 
gathering data on TSPA and TST-24.

Data analysis
	 The data was analyzed utilizing SPSS version 20 
(SPAA Inc., USA) and STATA. Descriptive statistics were 
used to analyze demographic information, metabolic risk 
variables (CFBG, SBP, DBP, and WC), and stress scores. 
The Kolmogorov- Smirnov test was used to determine 
the normality of the distribution of variables. The test 
revealed that the sensory processing patterns and stress 
data did not follow a normal distribution. Therefore, the 
Spearman correlation test was employed to determine the 
relationships between sensory processing patterns in each 
specific modality and stress. Nonparametric regression 
or Kernel regression methods were used to determine 
whether stress can be predicted by sensory patterns in 
specific sensory modalities. The significance was set at the 
0.05 level or below.

Results
Demographic characteristics
	 The general sample characteristics and metabolic 
risks are presented in Table 1. The participants were 
between 35 and 84 years old. Most participants were 
female (64.1%). Most participants have completed primary 
school (51.3%) and were married (65.8%). The means 
of the metabolic risk variables were as follows: capillary 
fasting blood glucose (CFPG) was 115.61 mg/dL, systolic 
blood pressure (SBP) was 135.06 mmHg, diastolic blood 
pressure (DBP) was 86.88 mmHg, and wrist circumference 
(WC) was 91.36 cm.
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Stress
	 The stress scores are presented in Table 2. The 
mean negative stress score exceeded the mean positive 

(mean = 8.77 and 6.31, respectively). Additionally, most 
participants had low-stress levels (43.60%), as shown in 
Table 2.

Table 1. Demographical characteristics and metabolic risk variables in people with MetS (N=117).
Variables N (%)
Gender
	 Male
	 Female

42 (35.9)
75 (64.1)

Education Levels
	 Under primary school	
	 Primary school
	 High school		
	 Bachelor’s degree
	 Postgraduate

17 (14.5)
60 (51.3)
32 (27.4)

8 (6.8)
0 (0)

Marriage status
	 Single
	 Married
	 Divorced
	 Widowed

18 (15.4)
77 (65.8)

9 (7.7)
13 (11.1)

Age
	 35-44 years
	 45-64 years
	 65 year and over
	 mean ± Std. Deviation

19 (16.2)
72 (61.6)
26 (22.2)

54.31±10.77
Metabolic risk variables Mean±SD
Metabolic risks
	 CFPG (mg/dL)
	 SBP (mmHg)
	 DBP (mmHg)
	 WC (cm)

115.61±18.17
135.06±6.56
86.88±3.30
91.36±9.37

Note: CFPG: capillary fasting blood glucose, SBP: systolic blood pressure, DBP: diastolic blood pressure, WC: wrist circumferences.

Table 2. Stress scores and stress levels of people with MetS (N=117).
Variables Minimum Maximum Mean SD
Positive stress scores 0 24 6.31 4.93
Negative stress scores 0 36 8.77 7.34
Total stress scores 0 43 15.09 9.24
Stress levels n (%)
	 Level 1: Good mental health
	 Level 2: Normal
	 Level 3: Low stress
	 Level 4: High stress

8 (6.80) 
25 (21.40) 
51 (43.60) 
33 (28.20)

Correlation between sensory patterns and stress
	 As presented in Table 3, negative stress scores were 
negatively correlated with preferences in visual (r=-0.297, 
p=0.001) and auditory senses (r=-0.213, p=0.021), as well 
as with arousal levels in visual (r=-0.373, p=0.000), auditory 

(r=-0.244, p=0.008), and proprioceptive senses (r=-0.229, 
p=0.013). This indicates that individuals who do not prefer 
visual or auditory sensory inputs or had low arousal levels 
in visual, auditory, or proprioceptive senses were likelier to 
report experiencing negative stress.
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	 A positive stress score was negatively correlated 
with preferences in visual (r=-0.319, p=0.000) and smell-
taste senses (r=-0.233, p=0.011) and with arousal levels in 
visual (r=-0.257, p=0.005) and vestibular senses (r=-0.195, 
p=0.035), except for  arousal levels in smell-taste senses, 
which showed a positive correlation (r=0.260, p=0.005). 
This indicates that individuals who do not prefer visual 
or smell-taste sensory inputs or had low arousal levels 
in visual or vestibular senses were likelier to report 
experiencing positive stress. However, individuals with 
high arousal levels in the smell-taste sense were more 
likely to report experiencing positive stress.
	 The total stress scores were negatively correlated 
with preferences for the visual (r=-0.397, p=0.000) and 
auditory senses (r=-0.199, p=0.031) and with arousal 
levels in the visual sense (r=-0.358, p=0.000). In contrast, 
they were positively correlated with arousal levels in the 
smell-taste senses (r=0.268, p=0.003). This indicates that 
individuals who do not prefer visual or auditory sensory 
inputs or who have low arousal levels in a visual sense 

were more likely to report experiencing stress. However, 
individuals with high arousal levels in the smell-taste sense 
were also more likely to report experiencing stress.

Predicting stress by sensory patterns
	 As presented in Table 4, the Kernel regression analysis 
revealed that both preferences and arousal levels in visual 
and smell-taste senses were significant predictors of stress 
(R2=0.156, 0.039, 0.174, 0.050; p=<0.001, 0.040, <0.001, 
0.026, respectively), as well as preference in vestibular 
sense (R2=0.044; p=0.016). However, the R2 values or 
the coefficient of determination, which indicate the 
proportion of the variance in stress that can be explained 
by sensory pattern predictors, were relatively low (ranging 
from 0.039-0.174). This means that the sensory processing 
patterns could predict 3.9%-17.4% of the variability in 
the stress (dependent variable). This suggests that these 
predictors could explain or predict a smaller portion of the 
variation in stress levels.

Table 3. Correlations between sensory patterns and stress (N=117). 

Sensory patterns
Negative stress score Positive stress score Total stress score

r p value r p value r p value
P-visual -0.297 0.001* -0.319 0.000* -0.397 0.000*

P-auditory -0.213 0.021* -0.140 0.133 -0.199 0.031*

P-smell and taste 0.017 0.856 -0.233 0.011* -0.168 0.071
P-tactile 0.143 0.125 -0.103 0.271 0.009 0.921
P-vestibular 0.110 0.237 0.118 0.204 0.173 0.062
P-proprioceptive 0.117 0.208 -0.078 0.406 -0.016 0.868
A-visual -0.373 0.000* -0.257 0.005* -0.358 0.000*

A-auditory -0.244 0.008* 0.035 0.705 -0.085 0.360
A-smell and taste 0.164 0.078 0.260 0.005* 0.268 0.003*

A-tactile 0.145 0.119 -0.113 0.152 -0.036 0.701
A-vestibular 0.168 0.069 -0.195 0.035* -0.076 0.418
A-proprioceptive -0.229 0.013* -0.004 0.969 -0.109 0.243

Note: P: preferences, A: arousal, p values were calculated using the Spearman correlation test, p≤0.05*.

Table 4. Sensory patterns predictors of total stress score (N=117).
Dependent variable Predictor variables Coefficient Bootstrap estimate of SE R2 p value

Total stress scores

P-visual -0.221 0.043 0.156 <0.001*

P-auditory -0.101 0.065 0.097 0.118
P-smell and taste -0.152 0.074 0.039 0.040*

P-tactile -0.001 0.115 0.071 0.993
P-vestibular 0.176 0.073 0.044 0.016*

P-proprioceptive 0.012 0.067 0.002 0.859
A-visual -0.177 0.040 0.174 <0.001*

A-auditory -0.094 0.088 0.030 0.289
A-smell and taste 0.112 0.050 0.050 0.026*

A-tactile -0.016 0.059 0.041 0.784
A-vestibular -0.023 0.059 0.015 0.693
A-proprioceptive 0.060 0.123 0.083 0.627

Note: P: preferences, A: arousal, p values were calculated the kernel regression analysis, p ≤ 0.05*.
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Discussion
	 The main findings of the present study are that 
sensory processing patterns, both in terms of sensory 
preferences and levels of sensory arousal, are associated 
with stress among people with MetS. 

Relationship between levels of sensory arousal and stress 
sensory processing patterns 
	 The findings showed that levels of sensory arousal in 
smell-taste senses were positively correlated with stress. 
This means that individuals who more quickly register 
smell-taste stimuli were likelier to report experiencing 
higher stress levels. This finding aligns with previous 
studies on the relationship between sensory sensitivity 
(high levels of sensory arousal) and high stress,18-20, 26,27 
but prior studies were often performed only in healthy 
adults. This study has shown that higher sensory arousals 
are also associated with higher stress in adults with MetS. 
Furthermore, while most previous studies did not clearly 
establish whether specific sensory modalities were related 
to stress, this finding demonstrated that higher stress was 
associated with higher arousal levels, especially in smell 
and taste. The link between the senses of smell and taste 
and the emotional system is well established. The olfactory 
and gustatory system is closely linked to the limbic system 
in the brain, which plays a crucial role in processing 
emotions and memories.28,29 Therefore, individuals with 
high arousal to smell and taste stimuli are more prone 
to feeling overwhelmed, especially in environments with 
strong or unpleasant stimuli. 
	 Moreover, the findings also showed that stress was 
negatively correlated with arousal levels in the visual 
sense. This means that lower arousal levels in response 
to visual stimuli were associated with higher stress levels, 
or, in other words, individuals who experience low arousal 
from visual stimuli tend to report high stress. This finding 
is consistent with earlier studies, which have shown that a 
problem in noticing or detecting sensory input, especially 
a low registration, is also related to stress.18 However, this 
study specified specific senses associated with greater 
stress levels, including lower sensory arousals in visual, 
auditory, vestibular, and proprioceptive senses. According 
to Cox and Mackay,30 stress is a human perception 
resulting from comparing a person’s ability to cope with 
environmental demands. People with low arousal levels 
in the abovementioned senses might put extra effort or 
pressure on themselves to avoid threats or dangers in 
everyday situations, causing them stress. Furthermore, 
because the abovementioned sensory modalities are 
involved in human survival, a lack of sensory awareness 
might contribute to feelings of insecurity, ultimately 
leading to increased stress responses.
	 Therefore, the finding suggested that both under and 
over-sensory stimulation from certain stimuli can trigger 
stress. 

Associations between low sensory preference and high 
stress
	 The new aspects highlighted in this study, which also 

expand upon previous studies by including an assessment 
of sensory preferences in specific modalities, have shown 
that stress was negatively correlated with preferences for 
visual, auditory, and smell-taste senses. This means that 
individuals with lower preferences for or do not prefer 
visual, auditory, and smell-taste stimuli in their daily lives 
are more likely to report experiencing higher stress levels. 
Generally, each person has different sensory experiences 
and develops individualized memories across their life 
span.11 The memories make every person unique in the 
sense they prefer or do not prefer. Exposure to unpleasant 
sensory stimuli makes people more likely to become 
overwhelmed and have heightened stress responses.31,32 
Previous studies showed that unpleasant odor stimuli can 
cause stress,33,34 while pleasant sensory stimuli promote 
healing and relaxation in mammals.33 Therefore, when 
providing intervention to deal with stress, an individual’s 
sensory preferences should be considered, especially 
visual, auditory, and smell-taste senses. 
	 Although the correlations between sensory 
processing patterns and stress were found at low to 
medium levels (R-values ranged from -0.397 to 0.268), they 
still highlight the importance of understanding individuals’ 
sensory processing patterns in managing stress. According 
to the findings, under-stimulation, over-stimulation, and 
unpleasant stimulation from certain sensory modalities, 
particularly visual, auditory, and smell-taste stimuli, could 
contribute to stress levels. Therefore, health professionals 
should incorporate sensory processing assessments into 
their evaluation and treatment processes to understand 
how individuals respond to sensory stimuli. By identifying 
whether an individual is more sensitive (high arousal) 
or less sensitive (low arousal) to these stimuli, health 
professionals can tailor interventions to either minimize 
sensory overload or provide necessary sensory stimulation. 
This personalized approach can help individuals manage 
stress levels and improve overall well-being.

Predicting stress by sensory processing patterns
	 The findings highlighted the possibility of using 
sensory processing patterns as predictors of stress, 
specifically low preferences for visual and smell-taste 
senses, low arousal levels in the visual sense, and high 
arousal levels in the smell-taste sense. Based on these 
findings, people with those sensory patterns are at high 
risk of suffering from chronic stress triggered by sensory 
stimuli in daily life. Neuroendocrine hormones released 
during stress may cause increased activation of the SAM 
and HPA axes, altering metabolic abnormalities and 
increasing the severity of MetS.10 People in those groups 
should receive sensory-based interventions that consider 
their sensory needs to modulate high-stress levels 
triggered by those sensory stimuli in daily life in order to 
prevent serious mental health problems related to the 
development of chronic diseases. 
	 However, the findings showed that the coefficient 
of determination (R2), which indicates the proportion 
of the variance in the dependent variable (stress) that 
is predictable from the predictors (sensory processing 
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patterns) in a regression model, was relatively low (R2 

values ranged from 0.039 to 0.174). This means that 
the sensory processing pattern variables could predict 
3.9% to 17.4% of the variability in the stress variable. 
This finding suggests that while sensory preferences 
and arousal levels in visual, auditory, smell-taste, 
and vestibular senses were significant predictors of 
stress, other factors not examined in this study and not 
included in the current regression model might play 
substantial roles in influencing the stress experiences 
of participants. The factors could consist of individual 
factors or environmental influences.35 Furthermore, the 
stress responses may also be influenced by the dynamic 
nature of sensory experiences and their interaction with 
individual perceptions, coping mechanisms, and socio-
economical and situational contexts.13,29,35 Therefore, 
future research could explore these factors in greater 
depth to provide a more comprehensive understanding of 
how sensory processing patterns impact stress responses 
across different populations and contexts. Additionally, 
investigations into multifaceted factors contributing to 
stress experiences beyond sensory modalities alone are 
needed.
	 The finding showed an association between sensory 
processing patterns and stress. However, it is important 
to note that implementing sensory-based interventions 
should be personalized due to individual differences 
in sensory processing patterns.11 Therefore, health 
professionals should collaborate with patients to specify 
whether sensory stimuli can trigger a stress response. 
This information can help therapists suggest sensory 
environments, coping strategies, activities, or routines 
that can support sensory needs and address stress in 
daily life while being appropriate with what the individual 
truly wants or needs to do to support physical and mental 
health.

Limitations
	 A small sample size could limit the generalizability of 
the findings, which may not represent the larger population. 
Furthermore, relying on self-reported participant data 
introduces subjectivity and potential reporting bias. Future 
research should consider using a larger and more diverse 
sample to increase the robustness and applicability of 
the findings. In addition, incorporating multiple data 
collection methods, such as objective assessments based 
on biochemical testing for stress hormones (e.g., salivary 
cortisol testing or blood cortisol testing), could also provide 
more comprehensive and validated results. 

Conclusion
	 The results of this study indicated that sensory 
processing patterns, especially preferences and arousal 
levels in the visual and smell-taste senses, were associated 
with and potentially predictors of stress. The findings 
may assist health professionals in tailoring sensory-based 
environments, strategies, and interventions to support 
stress reduction and minimize MetS progression.
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ABSTRACT

Background: Aphasia is a condition that happens when certain areas of the brain 
responsible for language are damaged, causing difficulties in communicating. 
Treatment involving speech and language interventions is essential for rehabilitating 
communication abilities. However, due to accessibility and distancing challenges, 
access to these medical services has been restricted, especially during COVID-19. 
Telepractice was introduced as an alternative approach to speech and language 
therapy. However, there currently needs to be more research on its application, 
specifically within the aphasia population in Thailand.

Objective: This study aimed to investigate the effectiveness of telepractice in 
aphasia intervention to enhance the general practice standard and to explore 
satisfaction with using telepractice in speech therapy among aphasia patients and 
their caregivers.

Materials and methods: Sixteen participants were recruited for this study, comprising 
eight aphasia patients and eight caregivers. A standardized aphasia test, the Thai 
Adaptation of the Western Aphasia Battery (TWAB), was used for pre- and post- 
assessments. Additionally, satisfaction surveys were employed to gauge significant  
satisfaction levels among participants. A one-month telepractice intervention  
(12 sessions in total) was conducted between the pre- and post-assessments to  
determine the effectiveness of telepractice based on its impact on TWAB test 
scores.

Results: Overall, this study revealed a significant improvement in the Aphasia Quotient 
(AQ) as measured by the TWAB test (p=0.011). However, only the repetition and 
naming sub-tests showed significant improvement between pre- and post-assessment 
(p=0.019 and p=0.011). The satisfaction levels were reported as high to very high.

Conclusion: This study demonstrated the effectiveness of telepractice in aphasia 
intervention, particularly in improving naming and repetition skills and eliciting a 
high to very high level of satisfaction among patients and their caregivers.
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Introduction
	 Aphasia, a condition impacting communication, 
results from left hemisphere brain pathology,1 particularly 
affecting the primary language cortex. Its severity varies, 
affecting speaking, word retrieval, comprehension, sentence 
construction, reading, and writing.2 The prevalence of aphasia 
after stroke indicates that it occurs more frequently in 
older individuals compared to younger ones. About 15% 
of people under 65 years old who experience a stroke 
will develop aphasia, whereas the likelihood increases 
to 43% in individuals over 85 years old.3 Speech and 
language pathologists (SLPs) are pivotal in evaluating 
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and rehabilitating individuals with aphasia, aiming for 
continuous, effective, standardized therapy overseen 
by certified professionals. However, obstacles like 
transportation costs, rural residency, and lack of specialized 
care, including access to speech-language pathologists, 
hinder access to services.(4)Additionally, the COVID-19 
pandemic poses challenges, particularly for elderly aphasia 
patients, hindering in-person therapy attendance due to 
close contact risks. Adapting therapy becomes imperative, 
with telepractice emerging as a crucial solution, offering 
increased access while minimizing risks.5

	 Telepractice employs conferencing technology, 
fostering multidisciplinary collaboration to enhance therapy 
continuity, frequency, and duration. Synchronous and 
asynchronous modes, primarily through videoconferencing, 
are common.6 For speech therapy, optimal effectiveness 
requires at least three sessions per week, with a minimum 
of nine sessions necessary to achieve significant progress. 
Studies show that telepractice is as effective as in-person 
sessions and reduces costs.4 Collaboration between 
speech-language pathologists (SLPs) and caregivers 
plays an essential role in telepractice in overcoming the 
lack of tactile cues. Although there is limited research in 
Thailand, this study aims to investigate the effectiveness 
of telepractice in improving speech and language therapy 
for individuals with aphasia. This will help to increase 
accessibility to treatment for people with communication 
difficulties.

Materials and methods
Materials
	 This study utilized assessment tools and survey 
forms to comprehensively evaluate individuals with 
aphasia and their caregivers. The SD-SLP-01 Screening 
test for aphasia was used initially to identify individuals 
with aphasia, followed by the Thai Adaptation of Western 
Aphasia Battery (TWAB) to provide a detailed assessment 
of their linguistic function and severity levels of aphasia. 
Satisfaction surveys were designed and utilized to measure 
the satisfaction levels of participants with aphasia and 
their caregivers concerning the telepractice interventions. 
Importantly, no fees were collected for telepractice at 
either location, in line with the hospitals’ regulations. As a 
result, there was no bias in satisfaction levels due to cost, 
ensuring a fair comparison of participant satisfaction with 
telepractice.

Screening test for aphasia (SD-SLP-01)7 
	 This study uses the SD-SLP-01 Screening test for 
aphasia to screen individuals for receptive and expressive 
language skills. The test consists of a 30-item list, 
and individuals are assessed based on their ability to 
complete each test item. Those who score less than 27 
are considered to have aphasia. This tool is included in the 
study’s inclusion criteria to determine whether individuals 
have aphasia.

Thai Adaptation of Western Aphasia Battery (TWAB)8

	 Thai Adaptation of Western Aphasia Battery (TWAB) 

comprises four subtests, each serving as a distinct measure 
of linguistic function. These subtests include Spontaneous 
Speech, which assesses the individual’s ability to produce 
language; Auditory Verbal Comprehension, which evaluates 
the comprehension of spoken language; Repetition, 
focusing on the ability to repeat spoken words or phrases; 
and Naming, which assesses the ability to name objects 
or respond to naming cues. These subtests collectively 
provide a comprehensive evaluation of various language 
skills, categorizing individuals into specific types of aphasia 
based on their performance.
	 The scores obtained in each subtest can help 
categorize individuals into specific types of aphasia. 
Additionally, the TWAB test generates an Aphasia Quotient 
(AQ) score, which indicates the individual’s auditory-verbal 
communication ability and the extent of aphasia severity. 
AQ scores range from 0 to 100, with lower scores indicating 
more significant language deficits. An AQ score of 94.7, the 
lowest observed among individuals without aphasia, can 
be used as a threshold to differentiate between normal 
individuals and those with aphasia.8

	 The study utilized the Aphasia Quotient (AQ) score 
from the Thai adaptation of the Thai Adaptation of 
Western Aphasia Battery (TWAB) as a baseline to compare 
with the post-test scores following the intervention.

Satisfaction survey forms 
	 The study employed satisfaction survey forms designed 
by the researchers to evaluate the satisfaction levels of 
participants with aphasia and their caregivers regarding 
the telepractice interventions. The survey includes two 
forms, one tailored for participants with aphasia and 
another for their caregivers. The survey form for aphasic 
participants utilizes a three-point satisfaction scale 
(dissatisfied, neutral, satisfied) accompanied by symbolic 
pictures to alleviate linguistic challenges. The form for 
caregivers employs a five-point satisfaction scale (very 
dissatisfied, dissatisfied, neutral, satisfied, very satisfied). 
For aphasic participants, scores ranging from 1.00 to 1.66 
were categorized as dissatisfied, 1.67 to 2.33 as neutral, 
and 2.34 to 3.00 as satisfied. Regarding caregivers, scores 
from 1.00 to 1.50 were considered very dissatisfied, from 
1.51 to 2.50 as dissatisfied, 2.51 to 3.50 as neutral, 3.51 to 
4.50 as satisfied, and 4.51 to 5.00 as very satisfied.9

Participants recruitment
	 Participants were Thais with aphasia and their 
caregivers. The individuals with aphasia were recruited 
from two hospitals in Thailand, Phaholpolpayuhasena 
Hospital in Kanchanaburi and the AMS Clinical Service 
Center (Speech Clinic) at Chiang Mai University. Inclusion 
criteria for individuals with aphasia were as follows: 1) 
Individuals assessed with SD-SLP-01, a screening test for 
aphasia, with a score lower than 27, indicating the presence 
of aphasia; 2) Attaining an auditory comprehension score 
of more than 42 out of 60 in the yes-no question subtest 
from Thai Adaptation of Western Aphasia Battery (TWAB). 
3) Having chronic aphasia (at least six months post-onset); 
4) Managing conditions like high blood pressure and/or 
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seizures with medication; 5) Being able to sit up properly 
during telepractice sessions; 6) Possessing sufficient 
cognitive ability, understanding, and attention to engage 
in telepractice; 7) Having Thai as their native language;(8) 
No visual or auditory impairments; and 9) Being proficient 
in reading and writing in Thai before the onset of aphasia. 
The exclusion criteria included complications that 
could impact the effectiveness of telepractice, such as 
experiencing recurrent strokes. Additionally, participants 
were not receiving on-site speech therapy.
	 The caregivers who participated in this study had to 
meet the following requirements: 1) Be at least 18 years old; 
2) Have Thai as their native language;  3) Be proficient in 

reading and writing in Thai;  4) Have no visual or auditory 
impairments;  5) Possess the necessary equipment and skills 
to use telepractice tools, such as Zoom cloud meetings, 
tablets or computer, earphones, and microphones; and 
6) Be able to facilitate telepractice, assist the person with 
aphasia, and implement advice from the speech and 
language pathologist. 
	 The study included eight Thais with aphasia and 
their caregivers. Table 1 presents information about the 
participants with aphasia, while Table 2 details their 
caregivers. Table 3 shows TWAB scores and types of 
aphasia for each individual with aphasia.

Table 1. Information on participants with aphasia.
General information Numbers (%)
Gender
	 Male 6 (75.0)
	 Female 2 (25.0)
Age
	 20-39 1 (12.5)
	 40-59 5 (62.5)
	 >60 2 (25.0)
Average age and standard deviation 54.62±10.87
Educational level
	 Diploma 1 (12.5)
	 Bachelor’s degree 3 (37.5)
	 Higher than bachelor’s degree 4 (50.0)

Table 2. Information of caregivers of participants with aphasia
General information Numbers (%)
Gender
	 Male 3 (37.5)
	 Female 5 (62.5)
Age
	 20-39 2 (25.0)
	 40-59 2 (25.0)
	 >60 4 (50.0)
Average age and standard deviation 54.62±14.75
Relationship to individuals with aphasia
	 Relatives (sister, father) 2 (25.0)
	 Spouses 5 (62.5)
	 Children 1 (12.5)
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Study design
	 This study is an experimental research study using a 
group pretest-posttest design to determine the effectiveness 
of telepractice on people with aphasia.10 Participants with 
aphasia (with assistance from their caregivers) received 
1-hour session of speech therapy three times a week for 
four weeks (12 sessions in total). The TWAB assessment, 
before and after the intervention, was conducted on-
site by research assistants with at least five years of 
experience working as speech and language pathologists. 
The therapy was provided by the primary researcher, who 
has nine years of experience as a speech and language 
pathologist. After the telepractice, the study investigated 
the effectiveness of telepractice and the satisfaction of 
both participants with aphasia and their caregivers. 

Data analysis
	 In this study, statistical analysis was conducted 
using Stata software version 17. Descriptive statistical 
analysis was employed for demographic data, calculating 
and representing percentages, means, and standard 
deviations. The primary objective was to evaluate the 

effectiveness of telepractice for speech therapy, reflecting 
an individual’s language ability and the severity of 
aphasia. The study compared pretest and posttest scores 
of the Thai Adaptation of the Western Aphasia Battery 
(TWAB) to determine changes in the Aphasia Quotient 
(AQ) score. Nonparametric statistics, specifically the 
Wilcoxon Matched-Pairs Signed-Ranks Test, were utilized 
for comparison, with a significance level set at p<0.05. 
Additionally, satisfaction survey forms were used to assess 
the satisfaction levels of participants with aphasia and 
their caregivers. The average total scores of each survey 
form were calculated to indicate the degree of satisfaction, 
represented as a percentage.

Results
TWAB scores
	 The study found that following speech therapy 
telepractice, the Aphasia Quotient (AQ) scores of all 
the participants with aphasia significantly increased. 
Additionally, the overall scores for each subtest also showed 
an increase. The raw scores before and after treatment are 
presented in Table 4.

Table 3. TWAB scores of participants with aphasia.
P1 P2 P3 P4 P5 P6 P7 P8

Spontaneous speech
Functional content (10) 7 8 8 5 9 10 10 7
Fluency (10) 5 4 6 4 5 8 9 4
Total (20) 12 12 14 9 14 18 19 11
Auditory verbal comprehension
Yes/no questions (60) 42 48 51 54 60 60 51 54
Auditory word recognition (60) 58 57 57 46 59 58 55 57
Sequential command (80) 36 68 65 58 80 76 50 54
Total (10) 6.8 8.65 8.65 7.4 9.95 9.7 7.8 8.25
Repetition
Repetition
Total (10)

60
6.0

90
9.0

61
6.1

94
9.4

80
8.0

94
9.4

92
9.2

91
9.1

Naming
Object naming (60) 45 44 53 38 60 60 57 56
Word fluency (20) 6 3 8 5 6 13 17 8
Sentence completion (10) 6 10 8 6 10 8 8 6
Responsive speech (10) 8 6 10 6 10 10 6 10
Total (10) 6.5 6.3 7.9 5.5 8.6 9.1 8.8 8.0
Aphasia quotient (100) 62.2 71.9 73.3 62.6 81.1 92.4 89.6 72.7
Type of aphasia
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	 When employing the Wilcoxon test to compare 
pre- and post-scores, the study identified a significant 
improvement in the Aphasia Quotient (AQ) score: the 
pre-median was 73 (62.6-92.4), and the post-median was 
80.55 (63.2-96), with a p value of 0.011. 
	 The study results showed significant differences in 
the repetition subtest, with a pre-median of 90.5 (range: 
60-94) and a post-median of 94 (range: 60-100), resulting 
in a p-value of 0.019. Significant differences were also 
observed in the naming subtest, with a pre-median of 

Table 4. TWAB scores of participants with aphasia before and after receiving telepractice.
P1

Pre/Post
P2

Pre/Post
P3

Pre/Post
P4

Pre/Post
P5

Pre/Post
P6

Pre/Post
P7

Pre/Post
P8

Pre/Post
Spontaneous speech
	 Functional content (10) 7/7 8/8 8/9 5/5 9/10 10/10 10/9 7/8
	 Fluency (10) 5/5 4/5 6/6 4/4 5/9 8/9 9/9 4/4
Total (20) 12/12 12/13 14/15 9/9 14/19 18/19 19/18 11/12
Auditory verbal comprehension
	 Yes/no questions (60) 42/48 48/54 51/60 54/42 60/60 60/57 51/51 54/54
	 Auditory word recognition (60) 58/58 57/58 57/55 46/50 59/60 58/58 55/56 57/59
	 Sequential command (80) 36/30 68/76 65/74 58/60 80/80 76/80 50/66 54/42
Total (10) 6.8/6.8 8.65/9.4 8.65/9.45 7.4/7.6 9.95/10 9.7/9.75 7.8/8.65 8.25/7.75
Repetition
	 Repetition
Total (10)

60/60
6.0/6.0

90/92
9.0/9.2

61/87
6.1/8.7

94/100
9.4/10

80/98
8.0/9.8

94/94
9.4/9.4

92/100
9.2/10

91/94
9.1/9.4

Naming
	 Object naming (60) 45/48 44/44 53/58 38/40 60/60 60/60 57/58 56/58
	 Word fluency (20) 6/6 3/4 8/16 5/6 6/12 13/14 17/17 8/11
	 Sentence completion (10) 6/6 10/10 8/8 6/6 10/10 8/8 8/4 6/6
	 Responsive speech (10) 8/8 6/8 10/10 6/4 10/10 10/10 6/10 10/10
Total (10) 6.5/6.8 6.3/6.6 7.9/9.2 5.5/5.6 8.6/9.2 9.1/9.2 8.8/8.9 8.0/8.5
Aphasia quotient (100) 62.20/63.2 71.9/76.4 73.3/84.7 62.6/64.4 81.1/96 92.4/94.7 89.6/91.1 72.7/80.55

7.95 (range: 5.5-9.1) and a post-median of 8.7 (range: 5.6-
9.2), yielding a p value of 0.011. After the intervention, the 
median scores for Digit Span Forward increased from 6 to 
7 (p=0.042) and Word Fluency from 7 to 11 (p=0.019).
	 No significant differences were found in the scores 
of the spontaneous speech subtest and auditory 
comprehension subtest following the telepractice 
intervention. Table 5 presents the differences between 
pre- and post-TWAB test scores for each subtest and 
Aphasia Quotient (AQ) scores.

Table 5. Data analysis results of TWAB scores of participants with aphasia before and after receiving telepractice.

Topics N
pre post

Mean SD Median
(min-max) Mean SD Median

(min-max)
Mean 

difference
Median 

difference Z p value

Spontaneous speech
	 Functional content 8 8 1.69 8 (5-10) 8.25 1.67 8.5 (5-10) -0.25 0 -1.000 0.317
	 Fluency 8 5.62 1.92 5 (4-9) 6.37 2.26 5.5 (4-9) -0.75 0 -1.723 0.085
Total 8 13.62 3.42 13 (9-19) 14.62 3.74 14 (9-19) -1 -1 -1.673 0.094
Auditory verbal comprehension
	 Yes/no questions 8 52.5 6 52.5 (42-60) 53.25 6.16 54 (42-60) -0.75 0 -0.436 0.663
	 Auditory word recognition 8 55.87 4.15 57 (46-59) 56.75 3.15 58 (50-60) -0.87 -1 -1.427 0.154
	 Sequential command 8 60.87 14.41 61.5 (36-80) 63.5 18.57 70 (30-80) -2.62 -3 -0.912 0.361
Total 8 8.4 1.08 8.45 (6.8-9.95) 8.67 1.17 9.02 (6.8-10) -0.27 -0.13 -1.757 0.079
Repetition 8 82.75 14.43 90.5 (60- 94) 90.62 13.12 94 (60-100) -7.87 -4.5 -2.339 0.019*
Total 8 8.27 1.44 9.05 (6-9.4) 9.06 1.31 9.4 (6-10) -0.78 -0.45 -2.339 0.019*
Naming
	 Object naming 8 51.62 8.26 54.5 (38-60) 53.25 7.99 58 (40-60) -1.62 -1.5 -2.179 0.029*
	 Word fluency 8 8.25 4.59 7 (3-17) 10.75 4.92 11.5 (4-17) -2.5 -1 -2.351 0.019*
	 Sentence completion 8 7.75 1.67 8 (6-10) 7.25 2.12 7 (4-10) 0.5 0 1.000 0.317
	 Responsive speech 8 8.25 1.98 9 (6-10) 8.75 2.12 10 (4-10) -0.5 0 -0.656 0.511
Total 8 7.59 1.32 7.95 (5.5-9.1) 8 1.44 8.7 (5.6-9.2) -0.41 -0.2 -2.880 0.011*
Aphasia quotient 8 75.77 11.17 73 (62.6-92.4) 80.72 12.95 80.55 (63.2-96) -4.95 -2.45 -2.521 0.011*
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Satisfaction survey forms 
	 After completing all 12 telepractice sessions, Only the 
research assistant administered a satisfaction assessment 
to individuals with aphasia and their caregivers. Table 6 
depicts the satisfaction levels of caregivers of participants 
with aphasia regarding telepractice. Based on the data 
presented in Table 6, caregivers’ satisfaction level towards 
telepractice is very high across all five aspects. These 
aspects are as follows: 1) user guide for telepractice-with 

an average score ranging from 4.625 to 4.875; 2) utilization 
of Zoom Cloud Meeting for telepractice-having an average 
score of 4.75; 3) telepractice sessions - with an average 
score ranging from 4.5 to 4.875; 4) benefits of telepractice 
with an average score ranging from 4.75 to 4.875; and 5) 
overall satisfaction-having an average score of 4.75. The 
caregivers find telepractice very beneficial and are highly 
satisfied with it. 

Table 6. Satisfaction levels of caregivers of participants with aphasia regarding telepractice.

Questions Very
satisfied Satisfied Neutral Disatisfied Very 

dissatisfied Average

User’s guide telepractice
1. The font size is visible and clear, making it easy to 

read
6 (75.0) 2 (25.0) 0 0 0 4.75

2. The size and color of the pictures are clearly visible 5 (62.5) 3 (37.5) 0 0 0 4.625
3. The user’s guide is easy to read and follow 6 (75.0) 2 (25.0) 0 0 0 4.75
4. It contains enough necessary information 7 (87.5) 1 (12.5) 0 0 0 4.875
Utilization of Zoom cloud meeting for telepractice
1. The convenience of using Zoom makes it easy to use 6 (75.0) 2 (25.0) 0 0 0 4.75
2. Utilizing Zoom for telepractice is practical 6 (75.0) 2 (25.0) 0 0 0 4.75
3. Using Zoom makes it easy to communicate smoothly 

with speech and language pathologists
6 (75.0) 2 (25.0) 0 0 0 4.75

Telepractice sessions
1. Duration of the session 4 (50) 4 (50) 0 0 0 4.5
2. The activities and utensils, such as pictures 7 (87.5) 1 (12.5) 0 0 0 4.875
3. Providing advice during the session 6 (75.0) 2 (25.0) 0 0 0 4.75
Benefits of telepractice
1.  Telepractice through Zoom saves time and travel 

expenses
7 (87.5) 1 (12.5) 0 0 0 4.875

2. Telepractice sessions at home are more comfortable, 
and the environment is familiar

7 (87.5) 1 (12.5) 0 0 0 4.875

3. Reduction in concern about disease transmission 
during in-person sessions

7 (87.5) 1 (12.5) 0 0 0 4.875

4. Telepractice via Zoom reduces wait times for train-
ing appointments and increases the frequency of 
speech therapy sessions

6 (75.0) 2 (25.0) 0 0 0 4.75

Overall satisfaction
Overall satisfaction 6 (75.0) 2 (25.0) 0 0 0 4.75

	 Similarly, for participants with aphasia, the satisfaction 
assessment results of individuals with aphasia towards 
telepractice are consistently high across all six aspects, 
namely (see Table 7): 1) convenience in training through 
Zoom, with an average score of 2.875; 2) telepractice 
through Zoom saves time and travel expenses, with an 
average score of 3; 3) telepractice session duration and 
frequency have an average score of 2.625; 4) telepractice 

through Zoom reduces waiting time for training 
appointments, with an average score of 3; 5) reduction 
in concern about disease transmission during in-person 
sessions has an average score of 2.875;  and 6) overall 
satisfaction with telepractice has an average score of 3. 
Individuals with communication disorders have provided 
high satisfaction ratings for telepractice across these 
criteria.
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Discussion
	 The study examined the effectiveness of delivering 
speech and language therapy via telepractice for individuals 
with aphasia, assessing their language abilities before and 
after receiving the intervention through the Thai Adaptation 
of the Western Aphasia Battery (TWAB) assessment. The 
analysis employed nonparametric statistics, specifically  
the Wilcoxon Matched-Pairs Signed-Ranks Test, with a  
significance level set at 0.05.11The statistical analysis  
revealed significant differences in Aphasia Quotient (AQ) 
scores before and after participating in the study, indicating 
a notable improvement in the overall language abilities 
of each participant. This highlights the effectiveness of 
telepractice in enhancing the linguistic skills of individuals 
with aphasia.
	 In comparing pretest and posttest AQ scores following 
telepractice, the median AQ score increased from 73 at 
pretest to 80.55 at posttest, with a p-value of 0.011, indicating 
a statistically significant improvement. This finding aligns 
with previous research on iAphasia and the Korean version 
of the Western Aphasia Battery (KWAB) by Choi et al.,12 
which reported an approximate 24.80% increase in AQ, as well 
as the results of the study by Jacob et al.13 Furthermore, 
comparing the raw scores of participants 5 and 6, whose 
pretest scores were 81.10 and 92.40, respectively, with 
posttest scores of 96 and 94.70, respectively, demonstrates 
significant improvement. According to the criteria established 
by Woranwan et al.,8 an AQ score of 94.7, the lowest observed 
among individuals without aphasia, serves as a threshold 
for distinguishing between normal individuals and those 
with aphasia. Both participants meet the threshold based 
on this criterion, indicating notable progress.
	 Examining the scores within each subtest, the study 
identifies significant improvement in the repetition and 
naming subtests. At the same time, no notable changes 
were observed in the spontaneous speech and auditory 
comprehension subtests. One possible hypothesis for 
the lack of substantial improvement in the spontaneous 
speech and auditory comprehension subtests is that  
participants initially had relatively strong skills in these 
areas. Individuals with aphasia participating in the study 
might have retained specific proficiency in spontaneous 
speech and auditory comprehension even before the 
telepractice intervention. Only one participant (P2) had 
Wernicke’s aphasia, characterized by comprehension  
difficulties, while the remaining participants had relatively 

Table 7. Satisfaction levels of participants with aphasia regarding telepractice.
Questions Dissatisfied Neutral Satisfied Average

1. Convenience in training through Zoom 0 1 (12.5) 7 (87.5) 2.875
2. Telepractice through Zoom saves time and travel expenses 0 0 8 (100) 3
3. Telepractice session duration and frequency 0 3 (37.5) 5 (62.5) 2.625
4. Telepractice through Zoom reduces waiting time for training 

appointments
0 0 8 (100) 3

5. Reduction in concern about disease transmission during 
in-person sessions

0 1 (12.5) 7 (87.5) 2.875

6. Overall satisfaction with telepractice 0 0 8 (100) 3

strong skills in this area. Consequently, the lack of significant 
changes in these subtests may indicate that the intervention 
did not substantially impact participants who already 
demonstrated proficiency in spontaneous speech and auditory 
comprehension skills.
	 The satisfaction assessments’ results for caregivers 
and individuals with aphasia highlight a consistently high 
level of contentment with the telepractice intervention. As 
depicted in Table 6, caregivers expressed robust satisfaction 
across various dimensions, including the user guide, 
utilization of Zoom cloud meeting, telepractice sessions, 
perceived benefits, and overall satisfaction. The average 
scores within the very high range underscore the positive 
impact and effectiveness of telepractice, emphasizing 
its user-friendly nature and perceived advantages. 
Similarly, as indicated in Table 7, individuals with aphasia 
conveyed notable satisfaction in multiple aspects, such 
as convenience in training through Zoom, time and 
cost savings, and reduced waiting times.14,15 This study 
considered the bias from the service cost on satisfaction 
levels. The billing for telepractice in all sessions was done 
using the same process as the usual service. Therefore, we 
thought that the differences in satisfaction scores were 
not due to this bias. The overall satisfaction score reflects a 
positive response from individuals with aphasia, affirming 
the acceptability and success of telepractice in addressing 
their specific needs and concerns.16 
	 The consistently high satisfaction levels from both 
groups underscore the feasibility and acceptability of 
telepractice as an effective mode of delivering speech 
therapy for individuals with aphasia. These findings are 
consistent with existing research demonstrating the 
effectiveness of telepractice and emphasize its potential 
integration into everyday clinical practice to enhance 
accessibility and improve outcomes in speech and 
language therapy. They provide valuable insights into how 
telepractice positively affects language skills, highlighting 
its potential as an accessible and effective form of 
communication therapy.17

Limitations
	 During the data collection phase, limitations were 
encountered, primarily stemming from the instability 
of internet connections, leading to issues such as sound 
loss or video lag during video conferencing sessions. 
These disruptions, often linked to external factors such 
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as heavy rainfall or nearby construction noise, prompted 
various troubleshooting efforts by the researcher. 
Adjustments included rescheduling sessions and advising 
participants on alternative connectivity options. Patients 
and speech and language pathologists needed help 
scheduling appointments, requiring weekend sessions 
and flexible time slots. A weekly confirmation system was 
implemented to enhance scheduling efficiency. Fatigue 
also posed a significant concern among aphasia patients 
during telepractice sessions due to prolonged screen time 
and the absence of tactile cues. The speech and language 
pathologists took proactive measures to address fatigue, 
such as monitoring patient responses and providing breaks 
or private discussions with caregivers.
	 For future studies, several recommendations should 
be considered. Firstly, During the session, we should be 
mindful of fatigue resulting from prolonged screen time, 
which can lead to increased tiredness for the patient 
compared to face-to-face sessions. Secondly, comparative 
experiments between in-person and remote training 
should be expanded to evaluate the effectiveness of 
remote methods. Caution should also be exercised to 
ensure that the duration between pretest and posttest 
TWAB assessments is at least 3 months apart, minimizing 
the risk of bias and preventing participants from recalling 
the questions. Thirdly, follow-up evaluations should 
be conducted one-month post-training to assess the 
maintenance of improvements in patients’ abilities. Lastly, 
a remote training system should be developed to enhance 
access in areas without speech and language pathologists 
or adequate equipment, potentially through network 
collaborations with community hospitals, to streamline 
patient appointments and support, thereby minimizing 
missed opportunities and waiting times.

Conclusion
	 This study evaluated aphasia patients who underwent 
telepractice for speech therapy by comparing their TWAB 
scores before and after training, revealing improved language 
abilities post-training. However, it is crucial to acknowledge 
the study’s limitation with only eight participants, suggesting  
that the findings may not generalize to the broader  
population and highlighting its preliminary nature as a pilot 
study. Nonetheless, these results support the hypothesis 
that telepractice effectively enhances the language abilities 
of aphasia patients.
	 Regarding satisfaction with telepractice, both indi-
viduals with aphasia and caregivers reported high to very 
high satisfaction levels. This consistently positive feedback 
underscores telepractice’s feasibility and acceptability as a 
valuable tool in speech therapy. These insights are pivotal 
for integrating telepractice into routine clinical practice to 
improve accessibility and treatment outcomes for individ-
uals with aphasia.
	 In conclusion, this study provides valuable insights 
into the positive impact of telepractice on linguistic abilities 
and advocates for its potential as an accessible and effective 
communication therapy intervention. 

	 Furthermore, telepractice could serve as a promising 
alternative for individuals with various communication  
impairments, thereby advancing inclusivity and enhancing 
the efficiency of speech therapy interventions.
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ABSTRACT

Background: Obesity dramatically elevates the risk of mortality and morbidity 
associated with cardiovascular disease (CVD). Obese people exhibit left ventricular 
structure abnormalities at an early age, in addition to having diminished resting 
systolic and diastolic function. Furthermore, there is evidence to suggest that 
autonomic dysfunction may play a role in the increased prevalence of CVD among 
obese individuals. Engaging in vigorous exercises may place excessive strain on the 
cardiovascular system, rendering it inappropriate for inactive, obese individuals.

Objective: The crossover design with randomization study aimed to compare the 
immediate effects of moderate-intensity interval (MIIE) and continuous exercises 
(MICE) on hemodynamics, heart rate variability (HRV), affective, and enjoyment 
responses in young obese men.

Materials and methods: A total of eighteen male participants, consisting of nine 
individuals with normal weight and nine individuals classified as obese, were  
involved in this study. The participants completed two 30-minute cycling protocols 
consisting of MIIE (3×5-minute at 90% ventilatory threshold; VT) interspersed with 
3×5-minute active recovery cycling at 50% VT) or MICE at 70% VT with a 3-minute 
warm-up and cool-down at free load. Hemodynamic, HRV, enjoyment, and affective 
responses were measured at rest and at 5-, 10-, 15-, 20-, 25-, and 30-minute intervals 
during the exercise sessions of each protocol.

Results: There were no significant differences in stroke volume index, cardiac index, 
ejection fraction, or systolic blood pressure between the MICE and MIIE protocols  
after each stage of the exercise protocols, both in normal-weight and obese  
participants. The MIIE protocol led to significantly lower ratings of perceived exertion 
(RPE) (p<0.05) and higher enjoyment (p<0.05) and affective responses (p<0.01)  
relative to MICE after each stage of exercise in obese participants. In addition, the 
MICE protocol led to a significantly lower standard deviation of normal-to-normal 
intervals (p<0.01) and a very low frequency (p<0.01) when compared to the MIIE 
in obese participants.

Conclusion: Our study’s findings indicate that the MIIE and MICE protocols elicit 
similar cardiac responses in normal-weight and obese participants. Furthermore, 
the MIIE protocol results in significantly less RPE and exercise-induced fatigue and 
greater levels of enjoyment and affective response. The potential for heightened 
enjoyment and affective responses within the MIIE protocol may have significant 
implications for fostering exercise adherence among individuals with obesity.
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* Introduction
	 The global obesity epidemic is a major public 
health concern. Obesity raises the risk of cardiovascular 
disease (CVD) mortality and morbidity.1 Previous research 
has demonstrated that young, healthy, obese people 
have early abnormalities in left ventricular structure as 
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well as reduced resting systolic and diastolic function.2 
Furthermore, it has been demonstrated that young, 
healthy, obese individuals have a higher cardiac response 
but a lower arteriovenous oxygen difference during 
exercise. These conditions may precede obesity-related 
cardiac remodeling and dysfunction.3 The severity of 
cardiac impairment is related to the degree of obesity.4,5 
Furthermore, a reduction in autonomic function has 
been proposed as a possible explanation for the higher 
prevalence of CVD in obese people.6

	 Regular exercise is one of the most well-known 
and effective strategies for managing obesity. The ideal 
exercise program should have a significant negative energy 
balance, long-term adherence, and psychological and 
physical benefits.7 Obese people frequently experience 
high attrition and low adherence rates to moderate-
intensity continuous training (MICT), which is commonly 
recommended as the initial step in a weight-loss exercise 
program.8 High-intensity interval training (HIIT) has gained 
popularity due to its reputation as a time-efficiency 
and effective exercise modality. Systematic reviews and 
meta-analyses of supervised and unsupervised exercise 
training studies have repeatedly shown that HIIT improves 
cardiorespiratory fitness (CRF), often to a greater extent 
than conventional MICT.8,9

	 Nevertheless, recent research indicates that HIIT 
prescriptions for overweight and obese individuals may not 
be optimal in practice. Low-active, overweight, or obese 
participants assigned to HIIT demonstrated a slight decline 
in net physical activity from baseline to twelve months. 
In contrast, those in the MICT group became marginally 
more physically active.10 Furthermore, a recent report 
demonstrated a lack of long-term adherence to vigorous-
intensity activity among HIIT participants.11 This suggests 
that these individuals may have encountered difficulties 
in their ability or willingness to engage in recommended 
intensity exercise levels. When unsupervised, more of 
those assigned to HIIT did not adhere to their prescription 
than those assigned to MICT. Due to nonadherence, initial 
physiological adaptations tended to diminish over the 
course of the follow-up.11

	 Furthermore, it is hypothesized that the anticipated 
affective responses to future exercise can influence 
exercise adherence.12 A significant association has been 
observed between the level of intensity and affective 
responses during continuous exercise.13 The anaerobic 
threshold (AT) has been identified as an extremely reliable 
physiological indicator of affective responses.14 According 
to the Dual-Mode Model,13 negative affective responses 
are more common at intensities above AT, and positive 
affective responses at intensities below AT. Given the low 
adherence and health concerns associated with vigorous 
exercise in sedentary and obese individuals, the efficacy 
of a moderate-intensity interval exercise (MIIE) protocol 
should be investigated. If reducing exercise intensity and 
incorporating varying intensity levels during sessions can 
still elicit physiological and perceptual responses, it is 
necessary to determine whether or not the protocol is still 
effective. Coquart et al. 200815 demonstrated previously 

that obese individuals perceived MIIE as less strenuous 
than moderate-intensity continuous exercise (MICE) 
protocol despite similar training relative to workload and 
exercise duration. This led the authors to suggest that MIIE 
rather than MICE be prescribed to maintain adherence 
to exercise programs in inactive obese populations. 
Nonetheless, this remains a contentious issue.16 
	 It is critical to determine whether MIIE can produce 
similar favorable cardiovascular outcomes as MICE while 
preserving effective and enjoyable responses. In addition, 
to effectively prescribe exercise to prevent or treat 
cardiac dysfunction associated with obesity, a greater 
understanding of how cardiac function and autonomic 
changes during exercise occur in obese participants is 
required. 
	 Thus, this study aimed to investigate the acute effects 
of MIIE and MICE on cardiac function, cardiac autonomic 
modulation, and affective and enjoyment responses in 
young obese men.

Materials and methods
Participants
	 Eighteen young men were recruited to participate 
in the study. Participants were sought out via word-of-
mouth and the widespread distribution of flyers around 
the campus. All participants had sedentary lifestyles, 
defined as less than 1 hour of regular weekly exercise 
for the previous 6 months. According to body mass index 
(BMI), participants were grouped as normal-weight 
(18.5-22.9 kg/m2) or obese (BMI≥25 kg/m2). Participants 
were excluded if they had: 1) a history of hypertension, 
dyslipidemia, diabetes mellitus, cardiovascular disease, 
or endocrine disease; 2) were taking any medication that 
could potentially influence cardiometabolism; 3) smoked 
or used tobacco within the previous 6 months; 4) were 
unable to engage in physical activity due to musculoskeletal 
limitations; 5) had a psychiatric disorder; or 6) were on 
a weight loss diet within the previous 6 months. Based 
on a previous study, we estimated that nine men would 
have 90% power to detect a 33% increase in enjoyment 
after HIIT.17 The study protocol was approved by the 
Kasetsart University Research Ethics Committee (COA no. 
COA61/076). Before signing a written informed consent 
form, participants were informed of potential risks and the 
study procedure.

Protocol
	 The study employed a crossover design with 
randomization. Participants were instructed to visit the 
laboratory on three occasions, including an initial visit and 
two experimental protocols. At least 72 hours separated 
the experimental protocols, which were conducted 
randomly. Participants were instructed to avoid alcohol 
and caffeine for 12 hours before each trial, to stay 
hydrated, and to avoid exercise for 24 hours before each 
trial. Measurements of anthropometry, body composition, 
blood pressure (BP), and peak oxygen consumption 
(V̇O2peak) were taken during the initial visit. At each 
exercise session, participants engaged in MIIE or MICE 
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protocols. Figure 1 illustrates the experimental protocol 
that each experiment employed. All participants were 
trained on the cycle ergometer and exercise protocols 
before the testing. Each experimental protocol consisted 
of a resting condition lasting 10 minutes, followed by a 
36-minute MIIE or MICE protocol. Upon arrival at the 
laboratory for each experimental protocol, participants 

were given a standard meal (approximately 70 kcal, 
75% carbohydrates, 12% protein, 13% fat, and 50 ml of 
water) to control variations in energy intake and nutrient 
composition that could affect exercise performance and 
physiological responses. The experiments began an hour 
after the meal had been consumed.

MICE and MIIE protocols
	 The MICE protocol consisted of a 3-minute warm-up 
with free-load cycling and 30 minutes continuous 
moderate-intensity cycling at 70% ventilatory threshold 
(VT) with an intensity workload range of 60-115 watts. The 
MIIE consisted of a 3-minute warm-up at free-load cycling 
followed by 3 repetitions of 5 minutes of moderate-
intensity interval cycling at 90% VT (3×5 min at 90% VT) with 
an intensity workload range of 75-146 watts, interspersed 
with 5 minutes of active recovery cycling at 50% VT (3×5 
min at 50% VT) with an intensity workload range of 42-81 
watts. The MIIE protocol thus consisted of 15 minutes of 
moderate-intensity interval cycling followed by 15 minutes 
of active recovery for a total interval exercise time of 30 
minutes. Following the exercise protocols, participants 
performed a three-minute cool-down of free-load cycling. 
The exercise protocols were matched in terms of duration 
(30 minutes) and intensity (70% VT or ~63% V̇O2peak). The 
total energy cost of V̇O2 was calculated for each protocol 
and matched in both exercise protocols.

Measurement
Anthropometry and body composition 
	 Body mass, fat mass (FM), percentage of body fat 
(%BF), and fat-free mass (FFM) were measured after 
an overnight fast using a bioimpedance analysis device 

(Inbody 720, Biospace Inc., Seoul, Korea) in light clothing 
and without footwear. Height was measured on a flat 
surface with a spring-coil measuring tape and a wall-
mounted stadiometer (Bilancia Pesapersone Professionale 
MPE, Kern & Sohn GmbH, Balingen, Germany). BMI is 
calculated by dividing body mass (kg) by height squared 
(m2). 

Blood pressure
	 BP was measured using an automated brachial 
sphygmomanometer (Tango M2, SunTech Medical Inc., 
NC, USA). After a 10-minute period of seated rest, resting 
BP was taken three times at 2-minute intervals. During 
exercise protocols, BP was taken in the last 30 seconds of 
each 5-minute interval. The rate pressure product (RPP) 
is a hemodynamic parameter that assesses myocardial 
oxygen demand and workload. RPP was calculated using 
the formula RPP=heart rate (HR)×systolic blood pressure 
(SBP).

V̇O2peak 
	 Participants performed an incremental exercise 
test on an electromagnetically braked cycle ergometer 
(VIAsprint 150P, Ergoline GmbH, Bitz, Germany). The 
test started with a 5-minute seated rest and 3 minutes 
unloaded cycling as a warm-up. The incremental protocol 

Figure 1. Experimental design.
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began with a work rate of 50 W and increased it by 25 
W every two minutes until voluntary exhaustion, after 
which they completed a 3-minute cool-down with a free 
load. Expired gas samples were collected breath-by-breath 
during the test using a portable metabolic device (JAEGER 
Oxycon Mobile, CareFusion, Hochberg, Germany). RPE 
was determined using the Borg scale (6-20) at the end of 
each.18 V̇O2peak is the highest value of V̇O2 observed over 
30 seconds during the test’s final stages.

Cardiac function 
	 Thoracic bioimpedance (PhysioFlow®, Manatec 
Biomedical, Poissy, France) was used to assess cardiac 
function. Cardiac output (CO), cardiac index (CI), stroke 
volume (SV), SV index, HR, and ejection fraction (EF) were 
continuously measured and averaged over 1 minute at 
rest and at 5-, 10-, 15-, 20-, 25-, and 30-minute intervals 
during the exercise sessions of each protocol. 

Heart rate variability
	 Inter-beat (RR) Intervals were measured using 
an electrocardiogram sensor (eMotion Faros device, 
Mega Electronics, Kuopio, Finland) during rest, exercise, 
and recovery periods. The data was imported into an 
HRV-Scanner application, which corrected artifacts and 
premature beats. Time domain parameters were calculated 
using RR intervals, namely the standard deviation of 
normal-to-normal intervals (SDNN) and the root mean 
square of sequential deviations (RMSSD). The frequency 
domain parameters were also determined, including the 
power of integrals over the high-frequency band (HF; 0.15-
0.40 Hz), the low-frequency band (LF; 0.04-0.15 Hz), and 
the very low-frequency power (VLF; 0.001-0.04 Hz), and 
the LF/HF ratio was calculated.19

Affective responses and enjoyment 
	 During the exercise phases, RPE, affective response, 
and enjoyment were measured at 5-, 10-, 15-, 20-, 25-, 
and 30-minute intervals. The Borg scale (6-20) was used to 
assess RPE.18 All participants reported an RPE 6, indicating 
no exertion before beginning the protocols. The affective 
response was assessed using a bipolar 11-point scale, with 
categories ranging from -5 to 5. The numerical categories 

ranged from “very bad” (-5), representing the highest 
level of displeasure or unpleasantness, to “neutral” (0), 
representing the lowest level of pleasure, and “very 
good” (+5), representing the highest level of pleasure.20 
The level of enjoyment was graded on a 7-point scale, 
with 1 indicating no enjoyment and 7 indicating a high 
level of enjoyment. Participants were asked to select the 
appropriate point on the scale to indicate their level of 
enjoyment in response to the question, “Use the following 
scale to indicate how much you are enjoying this exercise 
session”.21

Statistical Analysis
	 Standard descriptive statistics were calculated using 
SPSS version 26 for Windows (SPSS Inc., Chicago, IL, USA) to 
assess the mean characteristics of the study’s participants. 
To verify the assumption of normality, the Shapiro-Wilk 
test was administered. Log transformations were applied 
to variables that were not normally distributed. An 
independent t-test was utilized to determine the 
differences between groups at baseline. The dependent 
t-test or repeated-measures one-way analysis of 
variance was utilized to conduct within-group analyses. 
A two-way repeated measures analysis of variance was 
used to determine whether there was an interaction 
(condition×group) or any significant differences between 
conditions for cardiac variables (SV index, CI, EF, HR, SBP, 
and rate-pressure product; RPP), HRV, and perceptual 
variables (RPE, enjoyment, and affective response). In post-hoc 
analyses, the Bonferroni method was used. A p<0.05 was 
accepted as the minimum level of significance. 

Results 
	 Table 1 presents the descriptive characteristics of 
the participants. Body mass (p<0.01), BMI (p<0.01), %BF 
(p<0.01), and FM (p<0.01) were significantly higher in 
the obese group compared to the normal-weight group, 
whereas relative V̇O2peak (p<0.01), peak CI (p<0.05), and 
VT (p<0.05) were significantly lower in the obese group. 
Resting BP, resting and peak HR, HR at VT, RPE at peak 
exercise and at VT, and peak SV were similar between 
groups.
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	 As for hemodynamic variables, there was no 
significant difference between the MICE and MIIE 
protocols in average HR, average %HR peak, average V̇O2, 
%V̇O2peak, average CO, %CO peak, average SV, %SV peak, 
average SBP, %SBP peak, average DBP, %DBP peak, average 

Table 1. Descriptive characteristics of the participants.
Normal weight (N=9) Obese (N=9) p value

Age (yrs)       20.7±1.3          20.9±1.7       0.765
Body mass (kg)       68.1±7.7          92.0±16.9       0.001**
BMI (kg/m2)       22.2±1.4          32.5±5.9       0.000**
BF (%)       25.6±6.4          36.5±6.9       0.002**
FM (kg)       17.3±4.4          34.3±11.6       0.000**
FFM (kg)       50.8±8.1          57.7±8.1       0.072
Resting HR (bpm)       80.9±13.9          79.6±6.9       0.784
SBP (mmHg)     123.5±7.0        125.6±15.2       0.697
DBP (mmHg)       74.8±9.3          76.5±8.6       0.677
MAP (mmHg)       95.7±5.6          98.0±9.8       0.526
V̇O2peak (mL/kg/min)       33.5±5.3          26.1±6.1       0.009**
HR peak (bpm)     180.0±11.3        181.8±13.6       0.752
RPE at peak exercise       18.8±1.2          18.9±0.9       0.836
Peak CO (L/min)       19.2±6.6          16.0±4.0       0.205
Peak CI (L/min/m2)       10.7±4.0            7.7±2.0       0.049*
Peak SV (mL)     107.5±35.5        100.1±25.6       0.596
Peak SV index (mL/m2)       59.9±21.6          47.6±10.5       0.120
VT (mL/kg/min)       24.6±6.6          18.3±5.8       0.034*
VT (%V̇O2peak)       73.5±15.9          70.1±17.3       0.675
HR at VT (bpm)     157.6±17.9        152.2±24.5       0.581
RPE at VT       14.8±2.1          15.0±2.2       0.838
Load at VT (watt)     127.5±29.9        122.5±29.9       0.713

Note: Data are expressed as mean±SD, BMI: body mass index, %BF: body fat percentage, FM: fat mass, FFM: fat-free mass, HR: 
heart rate, DBP: diastolic blood pressure, SBP: systolic blood pressure, MAP: mean arterial blood pressure, V̇O2peak: peak oxygen 
consumption, RPE: rating of perceived exertion, CO: cardiac output, CI: cardiac index, SV: stroke volume, VT: ventilatory threshold, 
asterisk denote a significant difference between normal-weight and obese participants (*p<0.05, **p<0.01).

MAP, %MAP peak, or average EE (Table 2). In both exercise 
protocols, however, the average V̇O2 relative to body 
mass was significantly lower in obese participants than in 
normal-weight participants.
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	 There were no significant differences in SV index, CI, 
EF, or SBP between the MICE and MIIE protocols after each 
stage of the exercise protocols, both in normal-weight 
and obese participants (Figure 2). However, there were 
statistically significant differences between the MICE and 
MIIE protocols in HR at 5-minute intervals (F(1,16)=25.064, 
η2=0.610, p<0.01), HR at 10-minute intervals (F(1,16)=8.292, 
η2=0.341, p<0.05), and RPP at 5-minute intervals 
(F(1,16)=8.461, η2=0.346, p=0.01) (Figure 2). Post-hoc 
analyses revealed that the MIIE protocol led to significantly 
lower HR at 5-minute intervals in obese (p<0.01) and 
normal-weight participants (p<0.01), and at 10-minute 

intervals in only normal-weight participants (p<0.05) 
relative to MICE. In contrast, there was no difference 
between the MICE and MIIE protocols in HR at 15-, 20-, 
25-, and 30-minute intervals in obese and normal-weight 
participants (Figure 2C). It was also discovered that the 
MIIE protocol led to significantly lower RPP at 5-minute 
intervals in obese participants (p<0.01) compared to the 
MIIE protocol but not in normal-weight participants. In 
contrast, there was no difference between the MICE and 
MIIE protocols in RPP at 10-, 15-, 20-, 25-, and 30-minute 
intervals in obese and normal-weight participants (Figure 
2E).

Figure 2. Stroke volume index (A), Cardiac index (B), heart rate (C), systolic blood pressure (D), rate-pressure product (E), and 
ejection fraction (F) after each stage of the MICE (−−) and MIIE (……) in normal-weight (□) (N=9) and obese participants () 
(N=9). Data are expressed as mean±SD. SV: stroke volume, HR: heart rate, SBP: systolic blood pressure, RPP: rate-pressure 
product, EF: ejection fraction. Daggers denote a significant difference between MICE and MIIE within the group (†p<0.05, 
††p<0.05).
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	 As for HRV variables, there were no significant 
differences in RMSSD, LnHF, LnLF, or the LF/HF ratio 
between the MICE and MIIE protocols during exercise, 
both in normal-weight and obese participants. During 
the exercise phase, there were statistically significant 
differences between the MICE and MIIE protocols in SDNN 
(F(1,16)=7.194, η2=0.310, p<0.05) and LnVLF (F(1,16)=18.568, 
η2=0.537, p<0.01) (Figure 3). Post-hoc analyses revealed 
that the MICE protocol led to a significantly lower SDNN 
(p<0.01) in obese participants relative to MIIE. In contrast, 
there was no difference between the MICE and MIIE 
protocols in normal-weight participants (Figure 3A). 

	 It was also discovered that the MICE protocol led to 
significantly lower LnVLF in both normal-weight (p<0.05) 
and obese (p<0.01) participants when compared to the 
MIIE protocol. In addition, it was discovered that LnVLF 
(p<0.05) decreased in obese versus normal-weight 
participants during only the MICE protocol but not the MIIE 
protocol (Figure 3E). During the recovery periods, there 
were no significant differences in HRV variables between 
the MICE and MIIE protocols in both normal-weight and 
obese participants. However, LnHF (p<0.05) was found to 
be lower in obese versus normal-weight participants only in 
the MICE protocol but not in the MIIE protocol (Figure 3C).

Figure 3. SDNN (A), RMSSD (B), LnHF (C), LnLF (D), LnVLF (E), and LF/HF (F) at rest, during the exercise [MICE (−−) and MIIE 
(……)], and recovery phases in normal-weight (□) (N=9) and obese participants () (N=9). Data are expressed as mean±SD. 
Ln: natural logarithm, SDNN: standard deviation of all RR intervals, RMSSD: root mean square of differences of successive 
RR intervals, HF: high frequency, LF: low frequency, VLF: very low frequency, LF/HF ratio: ratio of absolute LF power to HF 
power. Asterisks denote a significant difference between normal-weight and obese participants (*p<0.05). Daggers denote 
a significant difference between MICE and MIIE within the group (†p<0.05, ††p<0.01).
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	 As for affective responses and enjoyment, there 
were statistically significant differences between the MICE 
and MIIE protocols after each stage of the exercises in RPE 
at 5-minute (F(1,16)=16.840, η2=0.513, p<0.01), 15-minute 
(F(1,16)=10.318, η2=0.392, p<0.01), and 25-minute intervals 
(F(1,16)=9.590, η2=0.375, p<001). Post-hoc analyses revealed 
that the MIIE protocol led to significantly lower RPE at 
5-minute (p<0.05) and 25-minute intervals (p<0.05) in 
obese participants and at 5-minute (p<0.01), 15-minute 
(p<0.05), and 25-minute intervals (p<0.05) in normal-
weight participants relative to MICE (Figure 4A).
	 After each stage of the exercise protocols, enjoyment 
scales showed significant differences between the MICE 
and MIIE protocols at 20-minute (F(1,16)=4.585, η2=0.223, 
p<0.05), 25-minute (F(1,16)=13.444, η2=0.457, p<0.01), 
and 30-minute intervals (F(1,16)=5.046, η2=0.240, p<0.05). 
Enjoyments were significantly higher in MIIE at 20-minute 

(p<0.05), 25-minute (p<0.01), and 30-minute intervals 
(p<0.05) in obese participants and at a 25-minute interval 
(p<0.05) in normal-weight participants relative to MICE 
(Figure 4B). 
	  It was also discovered that there were statistically 
significant differences between the MICE and MIIE 
protocols after each stage of the exercises in affective 
responses at 15-minute (F(1,16)=12.470, η2=0.438, p<0.01), 
20-minute (F(1,16)=10.827, η2=0.404, p<0.01), 25-minute 
(F(1,16)=26.672, η2=0.625, p<0.01), and 30-minute intervals 
(F(1,16)=17.495, η2=0.522, p<0.01). Post-hoc analyses 
revealed that the MIIE protocol led to significantly higher 
affective responses at 15-minute (p<0.05), 20-minute 
(p<0.01), 25-minute (p<0.01), and 30-minute intervals 
(p<0.01) in obese participants and at 15-minute (p<0.05), 
25-minute (p<0.05), and 30-minute intervals (p<0.05) in 
normal-weight participants relative to MICE (Figure 4C).

Figure 4. Rating of perceived exertion (A), enjoyment (B), and affective response (C) after each stage of the MICE (−−) and 
MIIE (……) in normal-weight (□) (N=9) and obese participants () (N=9). Data are expressed as mean±SD. Asterisks denote 
a significant difference between normal-weight and obese participants (*p<0.05). Daggers denote a significant difference 
between MICE and MIIE within the group (†p<0.05, ††p<0.01).

Discussion
	 This study aimed to examine the immediate 
physiological effects of MIIE and MICE on cardiac 
function and HRV, as well as the subjective perceptions 
of enjoyment and affective responses elicited by a single 
bout of MIIE and MICE in young, healthy, normal-weight, 
and obese men. Our findings show that males, regardless 
of weight status (normal or obese), prefer MIIE in terms of 
enjoyment and experience a smaller decrease in affective 

response compared to MICE. During interval exercise 
sessions, participants report lower RPE and exercise-
induced fatigue, as indicated by SDNN and LnVLF. It is 
worth noting that the MIIE and MICE protocols produce 
comparable cardiac responses. Furthermore, this is the 
first study to compare MIIE and MICE’s duration, average 
intensity, average V̇O2, and energy expenditure. 
	 A total of 78% of the obese participants remained 
positive, and 22% of the obese participants evoked 
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a negative feeling at the end of their work in MICE. 
In contrast, 100% of the obese participants’ affective 
responses in MIIE remained positive. Additionally, it was 
observed that MIIE resulted in a higher level of immediate 
enjoyment following a 20-minute exercise session than 
MICE. Also, 20 minutes after performing the MICE 
protocol, the participant’s level of enjoyment decreased, 
whereas there was no such decline in the MIIE protocol. 
Enjoyment may be a factor associated with psychological 
responses to exercise. Those who enjoy physical activity 
may exhibit more positive affective responses than 
those who enjoy it less.22 Our study’s results support 
this hypothesis, as they reveal a statistically significant 
positive correlation (r=0.601, p<0.01) between the level of 
enjoyment and affective responses observed following the 
MIIE. Several studies17,23,24 investigated the relationship 
between enjoyment and exercise adherence, concluding 
that enjoyment appears to be a relevant predictor of 
the intention to continue exercising, exercise habits, and 
adherence.25 Thus, implementing MIIE in obese people 
may lead to higher adherence rates.
	 The MIIE protocol in this study consisted of three 
sets of five-minute exercise sessions performed at 90% 
of the subject’s VT, then three sets of five-minute active 
recovery cycling at 50% of the subject’s VT. This approach 
aligns with the Dual-Mode Model,13 which states that 
exercise intensities exceeding the AT tend to elicit negative 
affective responses. In contrast, intensities below the AT 
are associated with positive affective responses. A previous 
study suggested that, despite identical physiological 
and perceived exertion responses, obesity is associated 
with diminished affective responses to exercise, even at 
self-paced intensities.26 Affect-regulated prescriptions, 
shorter bouts of self-paced exercise, and distraction 
away from internal cues are required to directly increase 
pleasure and/or decrease the perception of effort in this 
population. The potential for increased enjoyment and 
a lesser decrease in affective response in MIIE may have 
implications for promoting exercise adherence among 
obese individuals. In addition, it has been observed 
that RPE serves as an indicator of affective responses. A 
negative correlation between RPE and affective responses 
has been demonstrated.27

	 This study reveals a lesser increase in RPE, and 
exercise-induced fatigue is observed following each 
stage of MIIE in comparison to MICE. The manifestation 
of exertional responses, such as fatigue, can be observed 
by the elevation of physiological indicators, such as HR. 
As a result, in the context of the MICE protocol, it is 
observed that physiological cues assume a prominent role, 
particularly within the initial 10-minute period of exercise. 
This is supported by HRV measurements, particularly 
SDNN and LnVLF, which indicate a smaller decrease in 
these markers during interval exercise sessions. According 
to the study, the findings indicate that the SDNN and the 
LnVLF exhibited significantly fewer reductions during the 
MIIE protocol exercise phase than the MICE protocol. This 
observation suggests an elevation in sympathetic activity 
within the autonomic nervous system, resulting in an 

increased HR during exercise-induced fatigue in the MICE 
protocol. 
	 Both sympathetic and parasympathetic activities 
influence the SDNN, with a tendency toward sympathetic 
dominance reducing the SDNN.28 Moreover, the intrinsic 
nervous system and sympathetic activity can alter the 
amplitude and frequency of the heart’s oscillations, 
potentially influencing VLF power.29  This study revealed 
that the MICE protocol stimulated more sympathetic 
activity than the MIIE protocol, particularly in obese 
subjects. These results are comparable to HRV findings 
in people who exercise strenuously.30 Furthermore, the 
observed reduction in LnHF during the recovery period 
among obese individuals compared to those with normal 
weight indicated a decline in vagal activity. As a result, 
obese participants may require more than rest to restore 
cardiac autonomic balance. If they continue to exercise, 
they may have to increase their rest periods.
	 The study found that obese men (32.5±5.9 kg/m2) 
had similar SV index, CI, EF, HR, SBP, and RPP after each 
stage of MIIE and MICE as normal-weight men (22.2±1.4 
kg/m2) of the same age and gender. Overall, the data 
indicates that obese participants have a similar cardiac 
response to MIIE and MICE as normal-weight participants. 
These findings suggest that the cardiovascular system 
can adjust to the level of exercise intensity. It is critical 
to understand the risks and limitations of high-intensity 
exercise. It may increase the risk of injury and impose 
more cardiovascular strain on the obese population.31 
Therefore, the MIIE program is likely safe and effective for 
improving cardiovascular fitness. 

Limitation
Despite our findings’ significant contribution, this study 
has some limitations. It is advisable to expand the sample 
size. It is worth noting, however, that all participants 
successfully completed all sessions, reducing the 
possibility of interference with the results. This finding 
suggests that the MIIE protocols may effectively achieve 
positive psychological outcomes. However, more research 
is needed to determine the effectiveness of MIIE in 
encouraging long-term adherence to exercise routines. In 
addition, the study included young male adult volunteers 
who are less likely to develop age-related CVD. The findings’ 
generalizability is limited by a lack of representation from 
all age groups, including those who are more vulnerable 
to these conditions. Furthermore, because the study only 
included male participants, potential gender differences in 
cardiovascular health were not considered. Therefore, the 
findings may not apply to women.
	 Our findings suggest that the MIIE protocol 
significantly reduces RPE and exercise-induced fatigue 
while increasing enjoyment and affective response. 
Furthermore, it is worth noting that the MIIE and MICE 
protocols produce similar cardiac responses. The MIIE 
protocol’s potential for greater enjoyment and affective 
response may have significant implications for promoting 
exercise adherence among inactive, obese people.
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ABSTRACT

Background: Medical imaging is essential for diagnosis and treatment. However, it 
raises long-term radiation exposure concerns for patient safety. The measurements 
of entrance surface air kerma (ESAK), entrance surface dose (ESD), and dose area 
product (DAP) have been widely used to estimate patient doses. However, these 
parameters cannot represent the patient’s organ-absorbed doses.

Objective: To establish a relationship between ESD and organ-absorbed doses, 
calculated using Monte Carlo-based software to estimate organ-absorbed doses in 
patients undergoing chest and abdominal X-ray examinations.

Materials and methods: The SHIMADZU RADspeed Pro X-ray machine with VacuDAP 
meter, Radcal, and AGMS-D+ solid-state detector with Accu-Gold software was 
used to measure ESD. Tissue-equivalent slab phantoms with 9.8, 15.0, and 20.0 
cm thickness were used at 60, 80, and 120 kVp and 3.2 mAs. Surface field sizes 
varied from 7×7 cm2 to 28×28 cm2. Organ-absorbed doses were calculated using 
PCXMC 2.0 from STUK (Finland) using the same X-ray exposure techniques as the 
experiment.

Results: The X-ray tube voltage (kVp) is proportional to the ESD (µGy/mAs). This 
relationship can be described using a power equation. The ESD increased as the 
phantom thickness increased for each beam field size. A linear function was used 
to estimate the relationship between ESD and organ-absorbed doses. Due to their 
anatomical positions, which are most adjacent to the X-ray source, the breast, uter-
us, and heart have the highest organ-absorbed doses undergoing examinations of 
the chest (anteroposterior; AP), abdomen (AP), and chest (posteroanterior; PA), 
respectively.

Conclusion: The relationships between ESD and kVp were established as power 
functions, but the relationships with DAP were linear functions. The relationship 
between ESD and organ-absorbed doses was described using linear equations that 
varied with beam field size and patient thickness. This study provides a helpful 
method for estimating organ-absorbed and effective patient doses. This is import-
ant in assessing the risk of radiation exposure from diagnostic radiography.
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Introduction
	 Medical imaging is significant in diagnosing and 
treating many health conditions, as it provides vital 
details about the internal compositions of the human 
body. X-ray imaging, especially abdominal and chest 
X-rays, extensively employs imaging modalities that are 
necessary in the field of clinical practice. Nevertheless, 
X-rays are ionizing radiation that can interact and cause 
harm to biological tissues. These are essential factors to 
consider when assessing the risks caused by exposure to 
X-rays.1 As medical technology advances, evaluating and 
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optimizing the radiation dose delivered to patients during 
procedures becomes increasingly important to ensure 
accurate diagnosis and patient safety.
	 Although the X-ray dose used in medical diagnostic 
radiography is generally low, undergoing multiple X-ray 
examinations can raise the risk of stochastic effects.2 
Therefore, the concept of diagnostic reference levels 
(DRLs)3, which can be defined as an investigation level 
or dose quantity intended to identify abnormally high 
radiation doses during radiological examinations, was 
introduced by the International Commission on Radiological 
Protection (ICRP) to provide radiologic technologist with 
an optimization tool.4

	 The quantities used to define dose reference levels 
(DRLs) vary depending on the modality. These include 
dose area product (DAP), entrance surface air kerma 
(ESAK), and entrance surface dose (ESD). Several studies 
employ DAP quantity to evaluate DRLs.5,6 Additionally, 
DAP and ESAK are commonly used to assess ESD through 
experimental research and mathematical models.7,8 
However, ESD is used to quantify the radiation dose 
received by patients’ surface during X-ray examinations; 
it does not indicate organ-absorbed dose, which offers 
a more detailed and organ-specific evaluation of the 
radiation dose that is absorbed within the body. Several 
studies have been carried out to estimate ESAK as the 
absorbed dose in internal organs, utilizing dosimeters 
or radiation detectors to measure the absorbed dose in 
a phantom. Thermoluminescent dosimeters (TLD) and 
optically stimulated luminescent dosimeters (OSLD) were 
used to measure the absorbed dose in a Rando-Alderson 
anthropomorphic phantom.8,9 Furthermore, some 
research adopted the Monte Carlo simulation program 
to determine the absorbed dose in internal organs during 
diagnostic radiography.10-12 Nevertheless, few studies have 
established the relationship between ESD (and DAP) and 
the absorbed dose for patients’ internal organs. 
	 This study aimed to establish a relationship between 
ESD and organ-absorbed doses, which are calculated using 
Monte Carlo-based software to estimate organ-absorbed 
doses in patients undergoing chest and abdominal X-ray 
examinations.

Materials and methods
	 This study focused on the organ-absorbed doses 
received by patients undergoing chest and abdominal X-ray 
examinations. The SHIMADZU diagnostic X-ray machine 
model RADspeed Pro (Japan), with aluminum filters of 1.0 
mm and 0.5 mm for permanent and additional filtration, 
respectively, was utilized to produce the X-ray beam, and a 
VacuDAP (Germany) was used to measure the DAP value.

Determination of Entrance surface Dose (ESD)
	 ESD was determined using a solid-state detector 
designed for diagnostic X-ray range (Radcal United States, 
AGMS-D+) with Accu-Gold software. A 25x25 cm2  tissue-
equivalent slab phantom was placed on the patient’s 
couch. The thickness of the phantom varied at 9.8, 15.0, 
and 20.0 cm, representing the ranges of patient thickness 

of newborn, 5 years, and adult, respectively. The solid-
state detector was placed on the surface at the center of a 
tissue-equivalent slab phantom to measure the ESD from 
X-ray tube voltages of 60, 80, and 120 kVp using a constant 
tube current (mA) and exposure time (s) of 3.2 mAs. On the 
slab phantom’s surface, the X-ray field sizes were adjusted 
to 7×7 cm2, 14×14 cm2, 21×21 cm2, and 28×28 cm2. The 
focus-to-image distance (FID) is 100 cm, representing 
chest anteroposterior (AP) and abdomen (AP) X-ray, and 
180 cm (focus-to-image at the standing bucky distance) 
representing chest posteroanterior (PA) X-ray.
	 The focus-to-DAP distance (Td) is 31 cm. The geometry 
of the experiment setup is illustrated in Figure 1. The slab 
phantom object thickness is denoted as Tp, whereas the 
bucky thickness is 7.5 cm and represented as Tb. Three ESD 
measurements were conducted to determine the mean 
ESD value in units of μGy, incorporating measurement 
uncertainties. The relationship between ESD and DAP (μGy·m2) 
was measured under the same exposure conditions.
	 The radiation dose is affected directly by the 
parameter of tube current-time (mAs). To properly 
evaluate the relationship between the organ-absorbed 
dose and ESD, the ESD was calculated in units of μGy/mAs.

Figure 1. Measurement geometry for determination of 
entrance surface dose (ESD).  

1: X-ray tube, 2: collimator, 3: DAP meter,
4: solid state detector, 5: slab phantom,

6: Accu-Gold digitizer, 7: couch, 8: image detector.
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Estimation of organ-absorbed dose 
	 PCXMC version 2.0 Monte Carlo-based software 
was used to simulate radiation transportation in organ-
absorbed doses of patients undergoing chest (AP), chest 
(PA), and abdomen (AP) radiography examinations. 
PCXMC, a commercial program developed by the 
Laboratory for Medical at the Finnish Centre for Radiation 
and Nuclear Safety (STUK, Finland) to calculate X-ray 
spectra and the attenuation of X-rays in various materials, 
is generally applied for estimating patient doses in 
medical imaging procedures including radiography and 
computed tomography (CT).13 This study’s simulation 
utilized a newborn, 5-year-old, and adult phantom, which 
was shown in the specification details in Table 1. The 
examinations were simulated with tube voltages of 50, 
60, 80, 120, and 150 kVp, using a tube current-time of 1 
mAs. A focus-to-image distance (FID) of 100 cm was used 
for examinations of chest (AP) and abdomen (AP) X-ray, 
and a 180 cm FID was used for chest (PA) X-ray. The X-ray 

beam field sizes varied throughout 7×7 cm2, 14×14 cm2, 
21×21 cm2, and 28×28 cm2 at the surface of the phantom. 
The focus-to-surface distance (FSD) was adjusted to 82.7 
cm, 77.5 cm, 72.5 cm, and 152.5 cm to correspond to the 
phantom thicknesses of 9.8 cm, 15.0 cm, 20.0 cm, and 20.0 
cm for the chest (PA), respectively. The other simulation 
parameters were set as follows: maximum energy of 150 
keV, 1,000,000 photon histories (quantity of particles that 
get input into the Monte Carlo simulation program), 1.5 
mm aluminum filter, and X-ray tube anode angle of 12.̊ 
Figure 2-3 shows the interface window of PCXMC version 
2.0 simulation program.
	 The PCXMC simulation software computed both 
the organ-absorbed doses and the effective doses. 
Calculations were performed for various examinations, 
image field sizes, phantom thicknesses, and X-ray tube 
voltages to determine organ-absorbed doses (μGy/mAs) 
and effective dose (μSv/mAs), which utilizing the organ 
weighting factors from ICRP Publication 103.14 

Table 1. The specifications of the mathematical phantom separated by ages.15

Age Weight
(kg)

Total height 
(cm)

Trunk thickness 
(cm)

Trunk width
including arms (cm)

Leg length
(cm)

Newborn 3.4 50.9 9.8 12.7 16.8
5 years 19.0 109.1 15.0 22.9 48.0
Adult 73.2 178.6 20.0 40.0 80.0

Figure 2. Interface of program for patients undergoing chest (AP) X-ray with field size 28×28 cm2

 (phantom thickness is 20.0 cm).
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Results and discussion
ESD VS kVp
	 The ESD (µGy/mAs) is directly proportional to the 
X-ray tube voltages (kVp), as exhibited in Figure 4. for 
the X-ray beam field size of 28×28 cm2. According to our 
preliminary study, a power equation related to the X-ray 
output (mR) proportional to kVp can mathematically 
describe this relationship.2,3 The ESD increased as the 
phantom thickness increased for each beam field size. Due 
to the increasing thickness of the phantom, the focus to 
surface distance (FSD) decreases. Therefore, the surface of 

the phantom can be exposed to a higher X-ray intensity. 
The phantom has a thickness of 20.0 cm (PA), with an 
FID of 180 cm. The FID of 180 cm is the longest, which 
means that the surface of the phantom is exposed to the 
lowest intensity of X-rays. The equations that exhibit the 
relationships between ESD (y values) and specific kVp (x 
values) for different field sizes and phantom thicknesses 
are provided in Table 2. For an individual kVp and beam 
field size, ESD can be estimated using a power equation 
relationship evaluated for a particular thickness.

Figure 3. Parameters related to the simulation at 50 kVp, 1mAs.

Figure 4. Relationship between entrance surface dose (ESD) and X-ray tube voltages (kVp) 
for different slab phantom thicknesses and 28x28 cm2 beam field size.

FID: 100 cm for thickness of 9.8 cm (AP), 15.0 cm (AP), and 20.0 cm (AP), FID: 180 cm for thickness of 20.0 cm (PA).
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Table 2. Relationship equations of entrance surface dose (y) and kVp (x) for different slab phantom thicknesses and beam 
field sizes.

Thickness
Field sizes

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
9.8 cm (AP) y = 0.0018x2.3572 y = 0.0019x2.3505 y = 0.0020x2.3470 y = 0.0020x2.3471

15 cm (AP) y = 0.0021x2.3566 y = 0.0022x2.3556 y = 0.0022x2.3517 y = 0.0023x2.3487

20 cm (AP) y = 0.0025x2.3531 y = 0.0018x2.3572 y = 0.0005x2.3628 y = 0.0027x2.3481

20 cm (PA) y = 0.0018x2.3572 y = 0.0005x2.3628 y = 0.0005x2.3659 y = 0.0005x2.3644

Note: FID: 100 cm for thickness of 9.8 cm (AP), 15.0 cm (AP), and 20.0 cm (AP), FID: 180 cm for thickness of 20.0 cm (PA).

Table 3. Relationship equation of entrance surface dose (y) and DAP (x) for different slab phantom thicknesses and beam 
field sizes.

Thickness
Field sizes

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
9.8 cm (AP) y=73.0580x+51.242 y=18.2610x-2.3775 y=8.0003x-2.9564 y=4.6099x-3.0899
15.0 cm (AP) y=72.7710x+1.8506 y=17.7930x-2.6864 y=8.0420x-3.3217 y=4.7561x-3.6498
20.0 cm (AP) y=75.2530x+0.2596 y=18.0740x-3.5788 y=8.0068x-3.6076 y=4.8797x-4.8030
20.0 cm (PA) y=77.0770x+7.6973 y=18.7320x+0.4483 y=8.0830x-0.4363 y=4.5446x-0.5657

Note: FID: 100 cm for thicknesses of 9.8 cm (AP), 15.0 cm (AP), and 20.0 cm (AP), FID: 180 cm for thickness of 20.0 cm (PA).

ESD VS DAP
	 Figure 5 illustrates that the ESD is proportional to 
the DAP (µGy·m2). Their relationships are described by 
employing of a linear equation. ESD can be estimated 
on a DAP by utilizing the linear relationship. The results 
indicate a positive linear correlation between ESD and 
DAP. Table 3 shows the equations that represent the 

relationships between ESD (y values) and specific values 
of DAP (x values). When comparing different phantom 
thicknesses, it was observed that DAP increased with 
phantom thickness. This was because the beam field 
size maintained constant at the phantom surface, but as 
phantom thickness increased, the beam field size at DAP 
expanded, resulting in elevated DAP values.

Figure 5. Relationship between entrance surface dose (ESD) and DAP for 9.8 cm (AP), 15.0 cm (AP),
20.0 cm (AP), and 20.0 cm (PA) slab phantom thicknesses and 28×28 cm2 beam field size.
 FID: 100 cm for a thickness of 20.0 cm (AP), FID: 180 cm for a thickness of 20.0 cm (PA).
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Organ-absorbed doses VS ESD
	 The experimental parameters, phantom sizes, 
weights (with thicknesses of 9.8 cm, 15.0 cm, and 20.0 cm 
representing phantoms of newborns, 5 years, and adults, 
respectively), and PCXMC 2.0 simulation software were 
utilized to execute the simulation. The absorbed dose 
was reported in µGy for selected vital organs, including 
active bone marrow, breasts, colon, heart, ovaries, stomach, 

testicles, thyroid, and uterus. The effective dose was 
reported in µSv. The relationship between ESD and 
organ-absorbed doses (left-hand side axis) and effective 
dose (right-hand side axis) are illustrated in Figure 6. The 
organ-absorbed doses can be estimated by applying the 
relationship equation of ESD and kVp (or DAP) described in 
the section on ESD determination (Table 2 and 3). 

Figure 6. Relationship between ESD and selected organ-absorbed doses (left-hand side axis) and effective dose.
 Right-hand side axis) for patient undergoing chest (AP) (with field size 28×28 cm2, phantom thickness is 20.0 cm.

Table 4. Relationship equation of organ-absorbed doses (y) and ESD (x) for selected organs in adult phantom (20.0 cm 
thickness) for chest (AP) X-ray examination.

Organ
Field size

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
Active bone marrow y=0.0127x - 0.1078 y=0.0437x - 0.2937 y=0.0921x - 0.5963 y=0.1516x - 1.0373
Breasts y=0.0174x - 0.2877 y=0.1424x + 0.7875 y=0.7165x + 10.3610 y=1.2527x + 18.7390
Colon y=0.0003x - 0.0109 y=0.0013x - 0.0486 y=0.0042x - 0.1472 y=0.0107x - 0.3651
Heart y=0.2539x - 1.3770 y=0.7224x - 4.2541 y=0.8991x - 6.7143 y=0.9387x - 8.2910
Ovaries y=0.00008x - 0.0035 y=0.0003x - 0.0135 y=0.0010x - 0.0426 y=0.0028x - 0.1183
Stomach y=0.0048x - 0.1355 y=0.0257x - 0.6337 y=0.1288x - 1.9321 y=0.3517x - 4.0573
Testicles NA NA NA NA
Thyroid y=0.0022x - 0.0720 y=0.0113x - 0.3347 y=0.0335x - 0.9114 y=0.0860x - 2.0396
Uterus y=0.0001x - 0.0030 y=0.0003x - 0.0129 y=0.0010x - 0.0400 y=0.0026x - 0.0987
Effective dose 
ICRP103 (µSv) y=0.0166x - 0.2091 y=0.0755x - 0.5537 y=0.2219x - 0.1841 y=0.3602x - 0.1499

	 This relationship was estimated using a linear 
function. In this study, the ESD has been calculated in units 
of µGy/mAs. Therefore, only the X-ray tube voltage (kVp) 
is impacted by ESD. High kVp can generate high-energy 
X-rays that can penetrate the patient’s internal organs 
and transfer X-ray energy to gain the absorbed dose. The 

equations representing the relationships between organ-
absorbed doses (or effective dose) (y values) and ESD (x 
values) are shown in Table 4-10. Table 4 does not provide 
a relationship equation for the testicles because this organ 
is located externally at the beam field size. 
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Table 5. Relationship equation of organ-absorbed doses (y) and ESD (x) for selected organs in 5 years phantom (15.0 cm 
thickness) for chest (AP) X-ray examination.

Organ
Field size

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
Active bone marrow y=0.0225x - 0.0840 y=0.0801x - 0.2134 y=0.1927x - 0.8973 y=0.2183x - 1.3594
Breasts y=0.0618x - 0.2656 y=1.3731x + 41.4280 y=1.4612x + 39.2500 y=1.4395x + 41.531
Colon y=0.0041x - 0.0948 y=0.0209x - 0.4418 y=0.0724x - 1.1834 y=0.3022x - 2.3507
Heart y=0.7286x + 1.3595 y=1.0074x + 0.6709 y=1.1385x - 0.9243 y=1.1188x - 1.4844
Ovaries y=0.0019x - 0.0552 y=0.0088x - 0.2071 y=0.0295x - 0.7006 y=0.0779x - 1.2997
Stomach y=0.0356x - 0.4320 y=0.3816x - 0.7400 y=0.9222x + 0.4417 y=1.1243x + 0.1990
Testicles NA NA NA y=0.0029x - 0.1213
Thyroid y=0.0103x - 0.1888 y=0.0499x - 0.8047 y=0.1856x - 2.1096 y=1.1882x + 16.881
Uterus y=0.0018x - 0.0545 y=0.0098x - 0.2559 y=0.0276x - 0.7035 y=0.0670x - 1.4193
Effective dose ICRP103 (µSv) y=0.0493x - 0.3223 y=0.3721x + 4.4672 y=0.5499x + 3.7291 y=0.6617x + 4.3785

Table 6. Relationship equation of organ-absorbed doses (y) and ESD (x) for selected organs in newborn phantom (9.8 cm 
thickness) for chest (AP) X-ray examination.

Organ
Field size

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
Active bone marrow y=0.0832x + 0.1486 y=0.2699x + 0.5344 y=0.3840x + 0.5655 y=0.5703x + 1.2089
Breasts y=1.4188x + 43.6330 y=1.5754x + 48.1180 y=1.5661x + 44.6680 y=1.4023x + 43.1290
Colon y=0.0143x - 0.1620 y=0.0841x - 0.5643 y=0.5552x + 1.0146 y=0.9082x + 1.9839
Heart y=1.0801x + 9.3221 y=1.2544x + 9.1571 y=1.2150x + 8.9979 y=1.2510x + 8.2577
Ovaries y=0.0090x - 0.1430 y=0.0431x - 0.7544 y=0.1965x - 0.6335 y=0.8937x - 3.5386
Stomach y=0.0739x - 0.1636 y=0.9502x + 6.9529 y=1.2178x + 8.8935 y=1.2939x + 9.0580
Testicles y=0.0016x - 0.0188 y=0.0086x - 0.1816 y=0.0231x - 0.3262 y=1.2939x + 9.0580
Thyroid y=0.1040x - 0.1276 y=1.4539x + 26.918 y=1.4648x + 26.71 y=1.4998x + 27.237
Uterus y=0.0086x - 0.1261 y=0.0451x - 0.5223 y=0.1627x - 1.102 y=0.9435x - 0.4140
Effective dose ICRP103 (µSv) y=0.3293x + 5.9394 y=0.6779x + 8.8983 y=0.8331x + 9.314 y=0.9742x + 9.2879

Table 7. Relationship equation of organ-absorbed doses (y) and ESD (x) for selected organs in adult phantom (20.0 cm 
thickness) for abdomen (AP) X-ray examination.

Organ
Field size

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
Active bone marrow y=0.9742x + 9.2879 y=0.0307x - 0.9315 y=0.0756x - 2.0819 y=0.1150x - 3.0842
Breasts y=0.0003x - 0.0064 y=0.0012x - 0.0288 y=0.0035x - 0.0816 y=0.0078x - 0.1807
Colon y=0.0533x - 0.8515 y=0.2736x - 3.7100 y=0.5705x - 7.2580 y=0.6660x - 9.3648
Heart y=0.0006x - 0.0207 y=0.0028x - 0.1012 y=0.0091x - 0.3053 y=0.0221x - 0.7020
Ovaries y=0.0401x - 0.8932 y=0.3329x - 6.1153 y=0.5024x - 9.3793 y=0.5654x - 11.317
Stomach y=0.0091x - 0.2261 y=0.0603x - 1.0671 y=0.2976x - 2.5364 y=0.5802x - 4.0538
Testicles y=0.001x - 0.0332 y=0.0048x - 0.1600 y=0.0145x - 0.4352 y=0.0355x - 0.9801
Thyroid NA NA NA NA
Uterus y=0.0631x - 1.1235 y=0.4140x - 6.1056 y=0.6405x - 9.5598 y=0.6986x - 11.671
Effective dose ICRP103 (µSv) y=0.0141x - 0.2642 y=0.0726x - 1.1980 y=0.1756x - 2.3927 y=0.2652x - 3.3937
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Table 8. Relationship equation of organ-absorbed doses (y) and ESD (x) for selected organs in 5 years phantom (15.0 cm 
thickness) for abdomen (AP) X-ray examination.

Organ
Field size

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
Active bone marrow y=0.0209x - 0.4300 y=0.0837x - 1.4240 y=0.1841x - 2.3344 y=0.2382x - 2.8403
Breasts y=0.0031x - 0.0736 y=0.0141x - 0.2461 y=0.0468x - 0.6227 y=0.1204x - 0.8938
Colon y=0.2059x - 1.0328 y=0.6405x - 2.9750 y=0.8377x - 5.0506 y=0.9025x - 6.1625
Heart y=0.0105x - 0.2076 y=0.0531x - 0.9012 y=0.2028x - 1.8657 y=0.7065x - 1.0829
Ovaries y=0.0700x - 0.8931 y=0.5473x - 5.9215 y=0.7354x - 8.3526 y=0.7639x - 8.9553
Stomach y=0.1304x - 0.4514 y=0.7974x + 1.8550 y=1.1476x + 1.0064 y=1.1609x + 0.6064
Testicles y=0.0044x - 0.1066 y=0.0232x - 0.4684 y=0.0751x - 1.0712 y=0.2193x - 1.6206
Thyroid y=0.0005x - 0.0160 y=0.0022x - 0.078 y=0.0095x - 0.2115 y=0.0169x - 0.4161
Uterus y=0.0773x - 0.9108 y=0.6277x - 4.8341 y=0.8662x - 6.8445 y=0.9042x - 7.7590
Effective dose ICRP103 (µSv) y=0.0650x - 0.4082 y=0.6277x - 4.8341 y=0.4520x - 1.9830 y=0.5449x - 2.3575

Table 9. Relationship equation of organ-absorbed doses (y) and ESD (x) for selected organs in Newborn phantom (9.8 cm 
thickness) for abdomen (AP) X-ray examination.

Organ
Field size

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
Active bone marrow y=0.0623x - 0.3795 y=0.2619x - 0.1712 y=0.3641x - 0.1480 y y=0.4542x - 0.0586
Breasts y=0.0301x - 0.1935 y=0.8078x + 21.5260 y=1.4191x + 48.3370 y=1.4278x + 42.3030
Colon y=0.6079x + 2.1440 y=0.9864x + 2.2431 y=1.0603x + 1.8827 y=1.0954x + 1.4529
Heart y=0.0795x - 0.2900 y=0.8587x + 6.2748 y=1.1769x + 8.7558 y=1.2361x + 8.6967
Ovaries y=0.1872x - 0.4961 y=0.9143x - 0.7483 y=0.9544x - 3.9056 y=0.9006x - 2.2987
Stomach y=1.0085x + 8.4574 y=1.3005x + 9.4050 y=1.2595x + 8.9823 y=1.3072x + 8.6914
Testicles y=0.0209x - 0.2373 y=0.1102x - 0.5650 y=1.4137x + 37.8820 y=1.5260x + 34.0606
Thyroid y=0.0074x - 0.1157 y=0.0286x - 0.3435 y=0.1024x - 0.4878 y=1.2930x + 22.4440
Uterus y=0.1763x - 0.3997 y=1.0160x + 0.5191 y=1.0340x - 0.0747 y=1.0729x - 0.2466
Effective dose ICRP103 (µSv) y=0.3024x + 1.3068 y=0.6980x + 4.9555 y=0.9244x + 10.114 y=1.0356x + 10.2530

Table 10. Relationship equation of organ-absorbed doses (y) and ESD (x) for selected organs in adult phantom (20.0 cm 
thickness) for chest (PA) X-ray examination.

Organ
Field size

7×7 cm² 14×14 cm² 21×21 cm² 28×28 cm²
Active bone marrow y=0.0379x - 0.0930 y=0.1016x - 0.2131 y=0.1838x - 0.3324 y=0.3037x - 0.4838
Breasts y=0.0063x - 0.0405 y=0.0471x - 0.2474 y=0.1895x - 0.8357 y=0.2632x - 1.2043
Colon y=0.0002x - 0.0020 y=0.0013x - 0.0100 y=0.0037x - 0.0284 y=0.0098x - 0.0696
Heart y=0.0719x - 0.3859 y=0.2478x - 1.1931 y=0.3481x - 1.6514 y=0.4265x - 2.0480
Ovaries NA NA NA y=0.0018x - 0.0165
Stomach y=0.0036x - 0.0241 y=0.0198x-0.1166 y=0.0675x - 0.3606 y=0.1634x - 0.8303
Testicles NA NA NA NA
Thyroid y=0.0016x - 0.0118 y=0.0087x - 0.0588 y=0.0262x - 0.1695 y=0.063x - 0.3931
Uterus NA y=0.0003x - 0.0030 y=0.0009x - 0.0071 y=0.0023x - 0.0199
Effective dose ICRP103 (µSv) y=0.0151x - 0.0632 y=0.0659x - 0.2097 y=0.1713x - 0.4274 y=0.2726x - 0.7183



V. Thongkum et al.  Journal of Associated Medical Sciences 2024; 57(3): 119-130 127

	 Therefore, the testicles receive a small amount of 
absorbed dose, making them unsuitable for determining 
an accurate fitting curve equation. This is also why the 
relationship equation for the thyroid in Table 7 and others 
cannot be established.  The result calculated from the 
specific equation from Table 4-10 can be exhibited that the 
maximum organ-absorbed dose is in the breasts, uterus, 
and heart for examination of the chest (AP), abdomen 
(AP), and chest (PA) X-rays, respectively.
	 The absorbed dose of selected organs inside the 
beam field size increased proportionally to the increase of 
ESD, as shown in Figures 7-9. In Figure 7, when evaluating 
the organ-absorbed doses for various beam field sizes, 
it can be observed that the organ-absorbed doses are 
increasing correspondingly with the increase in beam field 

sizes. 
	 During a 21×21 cm2 field size chest (AP) examination, 
the maximum absorbed dose is in the heart. However, the 
maximum absorbed dose is in the breasts when considering 
the field size of 28×28 cm2, as this field size can cover the 
entire breasts more effectively than a smaller field size. A 
selected organ-absorbed dose during an abdomen (AP) 
examination is shown in Figure 8. The absorbed dose to 
the stomach is dramatically higher when the field size 
increases from 7×7 cm2 to 28×28 cm2, as this larger field 
size may involve a greater stomach area. Figures 7 and 9 
demonstrate that the absorbed doses in the uterus cannot 
be applied when using a chest X-ray examination field 
size of 7×7 cm2. This is because this radiation field size is 
insufficient to cover the uterus in the lower abdomen.

Figure 7. Comparison of selected organ-absorbed doses in field sizes 7×7 cm2, 14×14 cm2, 21×21 cm2 and 28×28 cm2 
for patients undergoing chest (AP) (with phantom thickness is 20.0 cm).

Figure 8. Comparison of selected organ-absorbed doses in field sizes 7×7 cm2, 14×14 cm2, 21×21 cm2 and 28×28 cm2 
for patients undergoing abdomen (AP). (with phantom thickness is 20.0 cm).
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Figure 9. Comparison of selected organ-absorbed doses in field sizes 7×7 cm2, 14×14 cm2, 21×21 cm2 and 28×28 cm2 
for patients undergoing chest (PA). (with phantom thickness is 20.0 cm).

	 In Figure 10, when compared to the study carried 
out by Kawaura et al.16 in Japan, which used photodiode 
dosemeters to measure organ doses (mGy) for chest (PA) 
examination, indicates that the present study resulted in a 
decrease of 18.00% and 7.00% in the active bone marrow 
and breasts doses, respectively. The observed variations 
can be related to differences in the methodology used 
in the two research studies. Kawaura et al. used an 
anthropomorphic phantom of a standard Japanese adult 
male that is 170.0 cm in height and weight 60.0 kg. As 
a comparison, the present study used a phantom in the 
PCXMC program that is 178.6 cm in height and 73.2 kg in 
weight. The lower organ-absorbed doses can be attributed 

to the variations in the thicknesses of the phantom, 
which is less than 20.0 cm, according to Kawamura et al. 
Therefore, absorbed doses in organs were determined to 
be higher because of the lower thickness of the phantom, 
resulting in a lower radiation attenuation. In addition, 
abdomen (AP) examination, the absorbed doses for the 
colon and stomach showed respective increases of 70% 
and 18%. Compared to Kawaura et al.’s study, the results 
of the present study indicate a twice increase in the 
uterus. The difference could result from the variation in 
the method of measuring doses. Kawaura et al. measured 
the absorbed doses in organs at certain points, while the 
PCXMC program quantified them in volume.

Figure 10. Comparison of selected organ-absorbed doses of present study with Kawaura et al.’s study 
for adult patients undergoing chest (PA) and abdomen (AP).
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	 A comparison with Kumaresan et al.17 in India and Ma 
et al.18 in Canada is shown in Figure 11. These two studies 
focused on determining the absorbed doses in pediatric 
patients undergoing chest (AP) and chest-abdomen (AP) 
examinations, respectively. In Kumaresan et al.’s study, 
MCNP 3.1 was used, combined with a phantom that was 
15.0 kg in weight and 105 cm in height, representing 
5 years Indian. The study found that the absorbed dose 
in the heart is lower (49.54%), whereas the dose in the 
thyroid is like that in the present study. In the study by Ma 
et al., they utilized TLD with a phantom of 51 cm in height 
and 3.5 kg in weight related to the newborn phantom. In 

the present study, the absorbed doses in the uterus and 
colon are lower, with a decrease of 31.03% and 45.61%, 
respectively. However, the absorbed dose in the breasts 
is greater, with an increase of 56.31%. The differences in 
absorbed doses found in these studies can be attributed 
to differences in the phantom type, beam field sizes, and 
method of dose assessments. Furthermore, various studies 
indicate a statistically significant increase in radiation 
DAP and effective dose in radiography examinations 
for overweight and obese patients.19-21 It is necessary to 
investigate more studies on the relationship between 
body mass index (BMI) and internal organ-absorbed dose.

Conclusion
	 This study investigated the absorbed and effective 
organ doses during chest and abdominal radiography 
examinations. Various parameters, such as tube 
voltages, beam field sizes, and patient thicknesses, were 
investigated using PCXMC, a Monte Carlo-based software. 
The relationship equations between ESD and X-ray tube 
voltage can be established as a power function. In contrast, 
the relationship equations between ESD and DAP can be 
established as a linear function. In addition, the absorbed 
doses in organs can be estimated using linear equations 
correlated to the ESD. The estimated organ-absorbed doses 
reveal variations in beam field size and patient thickness. 
The study would provide a practical alternative method for 
determining the organ-absorbed dose, including effective 
dose, which is important in determining the appropriate 
technical parameters in a diagnostic radiograph that 
evaluates radiation risk.
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Figure 11. Comparison of selected organ-absorbed doses of present study with Kumaresan et al.’s study and Ma et al.’s 
study for pediatric patients undergoing chest (AP) (5 years) and abdomen (AP) (newborn), respectively.
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ARTICLE INFO ABSTRACT

Background: The Westergren method, a gold standard method for erythrocyte 
sedimentation rate (ESR) measurement, is one of the screening tests for routine 
clinical hematology that can be used as an inflammation marker. Since the results 
can be altered by numerous factors, new methodologies have been established to 
manage the possible pitfalls.

Objective: This study compared erythrocyte sedimentation rate measurements 
obtained by the Celltac Alpha+ (MEK-1305) Automated Hematology and ESR 
analyzer with those obtained by the standard Westergren method.

Materials and methods: The Celltac Alpha+ (MEK-1305) Automated Hematology 
and ESR analyzer was used to assess the performance of ESR measurement compared 
to the standard Westergren method. A total of 220 random EDTA whole blood 
samples from patients were included and analyzed in parallel using the automated 
analyzer and the standard Westergren method.

Results: Spearman’s rank correlation coefficient (ρ = 0.916) obtained a good correlation 
between the two methods. In addition, the precision was good and acceptable  
according to the criteria, with a %CV of less than 10% in both intra-run and inter-run 
precision. There was no contamination between blood samples from using a single 
capillary probe. Moreover, Bland-Altman mean difference plot also indicated a 
good agreement, with a mean bias of -1.4 (95% CI: -0.8 to 2.1), an upper LOA of 7.6 
(95% CI: 6.6 to 8.7) and a lower LOA = -10.5 (95% CI: -11.6 to -9.5).

Conclusion: This comparative study indicated that the Celltac Alpha+ (MEK-1305) 
Automated Hematology and ESR analyzer is applicable within clinical routine  
practice along with proper measurement regulation. Even though the principles 
between these two methods are completely different, an acceptable interrelation 
was obtained due to the calibration process by Nihon Kohden corporation.
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Introduction 
	 Westergren method, a gold standard method for 
erythrocyte sedimentation rate (ESR) measurement, is 
one of the common routine hematology tests that can 
be used as an inflammatory and infection marker.1 In 
recent years, high-sensitivity C-reactive protein (hs-CRP), 
rheumatoid factor (RF), and interleukin-6 (IL-6) become 
more noticeable within clinical laboratory fields due to 
their higher specificity. However, physicians still request 
the measurement of an ESR. Formerly, ESR was integrated 
with other diagnostic criteria for many conditions such as 
rheumatoid diseases, autoimmune diseases, infections, 

Corresponding contributor.
Author’s Address:  Division of Clinical Microscopy,
Department  of  Medical  Technology,  Faculty
of  Associated  Medical  Sciences,  Chiang  Mai
University, Chiang Mai Province, Thailand.
E-mail address:  suwit.du@cmu.ac.th
doi: 10.12982/JAMS.2024.055
E-ISSN:  2539-6056

Article history:
Received 24 January 2024
Accepted as revised 10 July 2024
Available online 15 July 2024

Keywords:
ESR, Celltac Alpha+, Syllectogram,
comparative study.



P. Thangvorathum et al.  Journal of Associated Medical Sciences 2024; 57(3): 131-137132

Celltac Alpha+ (MEK-1305) Automated Hematology and 
ESR analyzer assessment of the erythrocyte sedimentation 
rate to the traditional Westergren technique.

Materials and methods
Blood sample collection
	 A total of 220 EDTA whole blood samples were all 
leftovers from daily routine samples of both inpatients and 
outpatients from Maharaj Nakorn Chiang Mai Hospital and 
PROMT Healthcare Center AMS CMU, Chiang Mai, Thailand. 
The use of de-identified blood samples was approved by 
the Ethics Committee of the Faculty of Associated Medical 
Sciences, Chiang Mai University, Chiang Mai, Thailand 
(exempted number AMSEC-65EM-011). Hemolyzed and 
clotted samples were excluded. Whole blood samples were 
collected in 3.0 mL tripotassium EDTA, processed both by 
manual Westergren method and by Celltac Alpha+ (MEK 
1305) analyzer following the manufacturer’s instructions, 
and examined within 4 hours of venipuncture. 

Population study 
	 Population study was classified as descriptive 
statistics, which is used to describe population features 
such as frequency, distribution patterns, central tendency, 
data range, standard deviation (SD), relative standard 
deviation (RSD), and standard error of the mean 
(SEM). Following the ICSH recommendations, method 
comparisons were further assessed in three subgroups, 
according to the ESR values obtained with the Westergren 
method, that is, normal (<20 mm.), high (20-60 mm.), and 
very high (>60 mm.) of the analytical range.

Precision study
	 B228N, B228L (commercial quality control materials), 
and a normal blood sample (ESR less than 20 mm.) were 
used to evaluate the intra-run precision. Each sample was 
examined 20 times with the MEK-1305 within a day. For 
the inter-run precision, B228N and B228L were measured 
once a day for 20 consecutive days. All the results were 
calculated to find the arithmetic mean, standard deviation, 
and % coefficient of variation (%CV) Then, %CV was 
compared to the total allowable error (%TEa).

Sample carryover assessment 
	 Conforming to the CLSI H26-A2 guidelines, any 
analyzers that utilized a single capillary were required to 
assess the carryover between samples with high results 
and low results. The MEK-1305 was evaluated for carryover 
because it aspirates a specific volume of blood into a 
capillary that is used to analyze all samples, followed by a 
washing cycle. Samples were assessed in triplicate for both 
the high target value (HTV) and the low target value (LTV). 
% Carryover was calculated using the following formula.

Comparative study 
	 This study performed statistical calculations using 
MedCalc and IBM SPSS. Three statistics were involved: 
Spearman’s rank correlation coefficient, Passing-Bablok 
linear regression, and the Bland-Altman mean difference 

and tumors.2 The authentic measurement of an erythrocyte 
sedimentation rate, Westergren method, was performed 
by determining the rate of red blood cell sedimentation by 
observing the level to which the cells fall in a given time 
interval. Conventionally, a whole blood sample mixed with 
a particular amount of diluent is aspirated into a specific 
vertical tube, straightly stand for 1 hour, and recorded the 
plasma length in millimeters/hour (mm./hr.).3 However, 
numerous variables can change the pace at which 
erythrocytes settle out. Various factors, both physiological 
and pathological, as well as laboratory conditions, can 
affect ESR levels. Menstruation, pregnancy, malignancies, 
incorrect anticoagulant use, and elevated temperatures 
are among the circumstances that may elevate ESR values. 
In contrast, lower ESR levels may be observed in males, 
as well as in cases involving hemolyzed blood samples, 
polycythemia vera, and plasma hyper-viscosity.4-7

	 The standard Westergren method is not advisable for 
routine laboratory testing because of its long assay time, 
complicated procedure, and high risk of contamination. 
Over decades, automation has been continuously invented 
and developed for application in clinical laboratory practice 
and to complete its main purposes, including workload 
reduction, turnaround time shortening, worker safety 
improvement, and human error lessening. Celltac Alpha+ 
(MEK-1305) automated hematology and ESR analyzer 
can measure 20 hematological parameters, including the 
ESR. The automated hematology analyzer uses optical 
measurement of the rouleaux formation and aggregation 
of red blood cells that occur in the initial phase of the 
sedimentation phenomenon to measure ESR quickly. 
Rouleaux formation and aggregation of red blood cells are 
not equivalent to the sedimentation rate. Still, by utilizing 
the hematocrit (Hct) and mean corpuscular volume (MCV) 
measurement results, which are closely related to ESR 
(1-hour value), the analyzer can achieve an ESR value 
in a shorter amount of time that has a high correlation 
with the reference method. In the ESR measuring unit, 
light from an LED is emitted into the agitated blood, and 
the light that passes through is continuously measured 
by a light-receiving element. The rouleaux formation 
and aggregation of the red blood cells begin as soon as 
agitation ends, causing the intensity of the light passing 
through the blood to change over time. The waveform 
expressing this change in light transmission over time is 
called a syllectogram. At the same time, the CBC measuring 
unit measures HCT and MCV. The automated hematology 
analyzer uses a calculation method exclusive to Nihon 
Kohden to calculate ESR (1-hour value) based on the HCT 
and MCV values obtained by the CBC measuring unit and 
the syllabogram produced by the ESR measuring unit.8 
	 To provide the method comparability between 
the automated method and the standard method, the 
International Council for Standardization in Hematology 
and Clinical (ICSH) and Laboratory Standards Institute 
(CLSI) recommended that new methodologies are needed 
to standardize against its own reference method known as 
method comparison.9-12 
	 Therefore, the study’s objective was to compare the 
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plot for the method comparison study. Bias, accuracy, and 
limits of agreement were derived using the Bland-Altman 
plot.
	
Results	
Population study 
	 According to the population study, the average 
age of the 220 patients was 52.95 years old. The author 

determined that the three age groups were compatible 
with the ESR reference range. The author concluded that 
three age groups i.e., 0-50 years old, 51-85 years old, and 
older than 85 years old, agreed with the reference range 
of ESR. It showed that most patients were between the 
ages of 51 and 85. In addition, it also showed that most of 
the patients were women (60.5%) (Table 1)

Table 1. Basic statistical information of population characteristics.
Characteristics Study population (N=220)
Mean age (years)          52.95
Age groups
	 0-50 (years) 92 (41.8%)
	 51-85 (years) 125 (56.8%)
	 >85 (years) 3 (1.4%)
Gender
	 Male 87 (39.5%)
	 Female 133 (60.5%)

Initial analysis
	 A total of 220 samples were processed on Celltac 
Alpha+ (MEK-1305) automated hematology and ESR 
analyzer compared to the standard Westergren method. 
The standard method yielded minimum, maximum, and 
mean ESR values of 0 mm/hr, 140 mm/hr, and 22.6 mm/hr, 
respectively. In contrast, the automated method yielded 
minimum, maximum, and mean ESR values of 1 mm/hr, 

119.7 mm/hr, and 20.7 mm/hr, respectively.
	 Individually, the analysis revealed that ESR values 
in approximately 70.5% of patient specimens (N=155) 
were within the reference range (1 to 20 mm/hr) defined 
as “Normal ESR” and approximately 26.5% of patient 
specimens (N=65) were beyond the reference range. 
Results were based on the standard Westergren method. 
Analyzed results are shown in Table 2.

Table 2. ESR values of a sample of 220 cases categorized according to ESR (mm/hr) ranges when analyzed using the 
automated analyzer (MEK-1305) compared to the standard Westergren method.

ESR (mm/hr) N (%) Method Min to Max Mean (95%CI) SD RSD SEM

1-20 155 (70.5)
Westergren 1-20 10.5 (9.6-11.3) 5.627 0.528 0.452
MEK-1305 1-27 9.9 (8.9-10.9) 6.291 0.634 0.505

21-60 50 (22.7)
Westergren 21-60 36.4 (33.3-39.5) 10.921 0.299 1.545
MEK-1305 16.7-54.3 32.8 (29.5-36.0) 11.418 0.348 1.615

>60 15 (3.8)
Westergren 70-140 95.6 (82.5-116.5) 23.709 0.248 6.1216
MEK-1305 66-119.7 92.0 (81.1-102.9) 19.709 0.214 5.089

Total 220
Westergren 1-140 22.2 (18.9-25.4) 24.449 1.103 1.648
MEK-1305 1-119.7 20.7 (17.6-23.8) 23.361 1.128 1.575

Precision study
	 Normal blood samples and commercial quality 
control materials (B228N and B228L), developed by Nihon 
Kohden, had been used to carry out a precision study. 
In an intra-run precision, %CV of 8.12 and 2.01 were 
obtained, while %CV of 7.6 and 2.9 were obtained in an 
inter-run precision. Moreover, intra-run precision results 

obtained by analyzing normal blood samples (sample 1) 
showed a good level of precision below 10% (CV 7.7%). It 
could be concluded that the variations that occurred were 
acceptable according to the %CV value assigned by the 
manufacturing company (%Total allowable error < 10%). 
Analyzed results are shown in Table 3.
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Sample carryover assessment 
	 High target value samples (HTV) and low target 
value samples (LTV) were measured three times each 
by Celltac Alpha+ (MEK-1305). The study showed that 
no contamination happened between the process with 
%Carryover = 0.0%

Statistical analysis for method comparison
	 A total of 220 EDTA whole blood samples were 
processed and analyzed to compare each method 

statistically. As mentioned in the previous topic, data were 
categorized into specific parameters and intervals. 

Spearman’s rank correlation coefficient 
	 The analysis indicated a positive correlation between 
the standard Westergren method and the automated 
method. All ranges (N=220) had ρ=0.916 (95%CI: 0.892 
to 0.935). Additionally, the highest ρ was given in the low 
% Hct parameter (ρ=0.969, 95%CI: 0.938 to 0.984). The 
analyzed results are shown in Table 4.

Table 3 Intra-run and Inter-run precision of Celltac Alpha+ (MEK 1305) analyzer.
Intra-run precision (N=20) Inter-run precision (N=20)

B228N (Normal) B228L 
(Abnormal)

Sample 1 B228N 
(Normal)

B228L 
(Abnormal)

Mean±SD 7.5±0.6 54.6±1.1 21.2±1.6 6.6±0.5 52.8±1.5
% CV 8.12 2.01 7.7 7.6 2.9

Table 4 Method comparison results between ESR measurement by Westergren and Celltac Alpha+ (MEK 1305).
Spearman’s rank Correlation              Passing-Bablok linear regression                                          Bland-Altman

ρ Equation Slope Intercept Mean bias SD 1.96SD Upper 
LOA

Lower 
LOA

All ranges (N=220) 0.916 Y = 0.963x - 0.815 0.963 -0.815 -1.446 -4.631 -9.076 -10.523 7.630

ESR 
(mm/hr)

1-20 (N=155) 0.783 Y = 1.100x - 1.300 1.100 -1.300 -0.529 -3.971 -7.784 -8.313 7.255
21-60 (N=50) 0.891 Y = 1.023x - 4.912 1.023 -4.912 -3.65 -4.548 -8.913 -12.565 5.261
>60 (N=15) 0.922 Y = 0.902x + 5.920 0.902 5.912 -3.5733 -7.619 -14.932 -18.506 11.359

Hct 
(%)

<35 (N=35) 0.969 Y = 0.977x - 1.262 0.977 -1.262 -2.171 -6.281 -12.311 -14.482 10.139
35-45 (N=135) 0.874 Y = 0.926x + 0.111 0.926 0.111 -1.155 -4.600 -9.018 -10.172 7.863

>45 (N=52) 0.655 Y = 0.833x - 0.350 0.833 -0.350 -1.704 -3.217 -6.305 -8.009 4.601

MCV (fL)
<80 (N=45) 0.892 Y = 0.997x - 1.661 0.997 -1.661 -2.424 -5.503 -10.785 -13.210 8.361

≥80 (N=175) 0.919 Y = 0.958x - 0.617 0.958 -0.617 -1.195 -4.361 -8.548 -9.743 7.354

Passing-Bablok linear regression 
	 To evaluate the relationship between the two 
methods, it indicated a systematic difference, which is 
described by a linear regression equation y = 0.963x - 
0.815 at 95%CI, as represented in Table 4 and Figure 1A. 
A slope was used to determine if the slope equals 1; the 
hypothesis would only be accepted if the 95% confidence 
interval contained 1. The experiment revealed that 
the slope range was 0.933 and 1.000, which consisted 
of 1, indicating no statistically significant difference 
between the slope and 1. Next, the y-intercept was used 

to determine if the intercept equals 0; the hypothesis 
would only be accepted if the 95% confidence interval 
contained 0. The experiment revealed that the range of 
the y-intercept was -1.300 and -0.150, which does not 
consist of 0, indicating a statistically significant difference, 
which meant the y-intercept of the linear regression 
equation was unacceptable. The possible cause of the 
unacceptable y-intercept might come from the specific 
principle that Celltac Alpha+ The MEK-1305 used, leading 
to a lower result than the standard Westergren method; 
this is correlated to the prior research of the others. 
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Bland-Altman mean difference plot 
	 The result represented mean bias =-1.4 (95% CI: -0.8 
to 2.1), upper limit of agreement (Upper LOA) =7.6 (95% 
CI: 6.6 to 8.7), and lower limit of agreement (Lower LOA) 
=-10.5 (95% CI: -11.6 to -9.5) when measuring agreement 
between two qualitative measurements in 220 samples 
(Table 4 and Figure 1B). Additionally, negative mean 
biases could be observed in those parameters that are 
not considered normal. However, more blood samples 
should be collected to carry out the analysis effectively 
since there were not enough samples in some ranges of 
parameters.

Discussion
	 The erythrocyte sedimentation rate (ESR) is a 
commonly used laboratory test in clinical settings. It 
measures the rate at which red blood cells settle in 
a specific pipette within a defined interval, typically 
observed over 1 hour.  ESR is an informative indicator for 
inflammatory conditions such as rheumatoid arthritis, 
giant cell arthritis, polymyalgia rheumatica, and other 
connective tissue disorders. Advancements in the study 
of the sedimentation phenomenon have led to the 
automation of ESR testing, resulting in the development 
of numerous automated instruments now commonly 

Figure 1. Comparison between erythrocyte sedimentation rate values using Celltac Alpha+ (MEK 1305) analyzer against 
the Westergren method (n=220). A: Passing-Bablok scatter diagram with an equation y=-0.815 (95% CI: -1.300 to -0.150) + 
0.963 (95% CI: 0.933-1.000)x, B: Bland–Altman scatter diagram with a mean bias of -1.4 (95% CI: -0.8 to 2.1), the value of 
7.6 for the upper limit and -10.5 for the lower limit can be considered acceptable limits, implicating a non-significant bias 
based on a clinical criterion.
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utilized in routine clinical practice. In this study, in line 
with ICSH recommendations, we assessed the analytical 
performance of the Celltac Alpha+ (MEK-1305). This new 
automated ESR analyzer operates on the sedimentation 
principle using undiluted EDTA samples. 
	 A nonnormal distribution resulted from a population 
study comparing ESR results obtained by the automated 
analyzer and the standard Westergren method. Of 220 
EDTA whole blood samples, 60.5% were female, and 
52.95% were aged between 51 and 85. The utilization 
of the MEK-1305 yielded a lower result (20.7 mm./hr.), 
whereas the standard Westergren method provided a 
higher result (22.2 mm./hr.). These differences occurred 
due to a contrasting principle between these methods. 
The automated analyzer utilizes the principle of measuring 
Rouleaux formation of red blood cells and then calculates 
it into the red blood cell sedimentation rate. Consequently, 
this may result in different values. 
	 This study aligns with the previous research by Manoj 
A. Kahar and colleagues,13 which found that automated 
analyzers yield lower test results than the standard 
Westergren method. From the initial statistical analysis of 
the entire sample of 220 cases, the minimum ESR value 
obtained from the standard Westergren method was 2 
mm./hr., whereas from the automated analyzer, it was 
recorded as 1.0 mm./hr. This discrepancy may have arisen 
due to clerical errors during the operators’ interpretation 
of the result. Additionally, it was observed that in blood 
samples with hematocrit less than 35% and an MCV less 
than 80 fL, there was a tendency toward higher than 
normal ESR values. Conversely, blood samples within 
the normal range of hematocrit and MCV also showed a 
tendency for ESR values within the normal range. 
	 The precision study used normal blood samples from 
volunteers and quality control materials at 2 levels, namely 
B228N (Normal ESR level) and B228L (Abnormal ESR level). 
The intra-run precision study found that in B228N, the %CV 
was higher than the %CV of B228L (%CV, B228N=8.12%. 
%CV, B228L=2.01%). This aligns with previous studies by 
C. Cha et al.,14 Nihal et al.,15 and Ivana Lapic et al.16 Due 
to the superior physicochemical characteristics of the 
quality control sample compared to blood samples from 
individuals, this results in a higher %CV for Sample1 when 
compared to B228N and B228L. This reference is based 
on the study conducted by Plebani and Piva.17 The study 
on inter-run precision also revealed that the %CV of 
B228N was higher compared to the %CV of B228L. This 
finding aligns with previous research by A. Kahar et al.,13 
Mahlangu and Davids18, Horsti et al.,19 and Schapkaitz 
et al.20 However, it’s important to note that based on 
the study results, the %CV obtained exceeded the %TEa 
criterion set by the company at %TEa=10%. Moreover, 
the study revealed that this automated analyzer does not 
exhibit sample carryover, with the calculated %Carryover 
=0.0%. This finding aligns with the earlier study of Ryosuke 
Maki and colleagues in 2021.21 The statistical analysis 
using Spearman’s rank correlation coefficient within the 
entire sample of 220 cases revealed a positive correlation. 
Additionally, it was observed that the trend of the ρ 

value increased in samples with higher ESR values, lower 
hematocrit values, and higher MCV values. From the 
Passing-Bablok linear regression analysis, it was observed 
that the slope did not meet the criteria. This might be 
because the Celltac Alpha+ (MEK-1305) Automated 
Hematology and ESR analyzer tends to provide lower ESR 
values than the Westergren method. Consequently, this 
affects the y-intercept of the equation, which does not 
meet the criteria. This finding is consistent with previous 
studies. Moreover, when the groups were divided based 
on ESR values (mm/hr) into different ranges: normal range 
(1 to 20 mm/hr), high (21 to 60 mm/hr), and very high (>60 
mm/hr), it was found that the criteria were met only in the 
very high ESR group. This might be attributed to a smaller 
number of samples in the very high ESR group, leading to 
this outcome. From the Bland-Altman mean difference 
plot analysis across the entire sample of 220 cases, it 
was observed that there is consistency in all parameters. 
However, a relatively high mean bias was noted for the ESR 
parameter within the range of ESR values between 21 and 
60 mm/hr and for ESR values greater than 60 mm./hr. The 
mean bias was recorded as -3.7 (95% CI: -4.9 to -2.4) and 
-3.6 (95% CI: -7.8 to 0.6), respectively. 
	 Based on the statistical analysis of the three testing 
statistics, this automated analyzer can be effectively utilized 
in clinical settings, provided that the manufacturer’s 
guidelines are adhered to accurately.

Conclusion
	 Celltac Alpha+ (MEK 1305) analyzer showed good 
correlation with the conventional Westergren method and 
an acceptable bias over the entire range of ESR, exhibiting 
satisfactory concordance of ESR results between Celltac 
Alpha+ (MEK 1305) and reference Westergren method. 
Celltac Alpha+ (MEK 1305) analyzer offers major 
advantages such as use of EDTA sample, reduced sample 
volume, ease of performance, reduction in biohazard risk, 
and reliability, making it a valid substitute for reference 
Westergren method for ESR determination.
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ARTICLE INFO ABSTRACT
	 Extracellular vesicles (EVs), commonly acknowledged as Exosomes, are tiny, 
single-membrane, secreted organelles that range in size from 40 to 150 nm. They are 
noticeably abundant in various proteins, lipids, nucleic acids, and glycoconjugates 
and share the same structure as cells. Numerous and non-hematopoietic cell 
types continuously manufacture and release stable, less toxic, and biocompatible 
exosomes with many complex compounds (in the form of various signaling 
molecules, miRNA, and mRNA) in the liquid parts of the body. Exosomes help in 
intercellular communication/transfer of proteins, RNA, cell differentiation, immune 
signaling, delivering antigens, angiogenesis, and stress response. In recent studies, 
researchers found that  Mesenchymal Stem cells (MSCs) generate exosomes that 
symbolize biological processes like tissue regeneration by encasing and delivering 
active biomolecular species to the infected/damaged cells and tissues. The most 
extensive research in regenerative medicine has focused on MSCs-Exosomes. 
Regenerative medicine plays a crucial role in restoring the damaged/lost parts of 
organs and tissues and aiding in wound healing. Immunomodulation and tissue 
repair are possible by introducing Mesenchymal Stem cell (MSC) exosomes, which 
have triggered remodeling reactions. They produce local anti-inflammatory and 
healing signals crucial for regeneration and tissue repair. The primary goal of this 
review is to highlight the MSCs-exosome’s mechanism of action and its therapeutic 
uses in clinical settings. Also, it highlights new developments in employing MSCs-
exosomes to treat various ailments and disorders.
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Introduction
	 Mesenchymal stromal/stem cell (MSCs) investigations 
for immunomodulation and regenerative medicine are 
widely used in cellular treatment.1 Mesoderm-pluripotent 
embryonic stem cells (MPSCs) can be discriminated into 
diverse cell forms.2 The reassuring characteristics of MSCs-
exosomes, such as their outstanding capacity for cell 
differentiation and regeneration, have generated much 
study attention over the past few decades. MSCs, which may 
be extracted from several organs, are the adult stem cells 
most frequently used in regenerative medicine, they have 
a high potential for replication in culture and can develop 
into different cells such as adipocytes, chondrocytes, 
and osteoblasts.3 They are predominantly located in the 
perivascular spaces encompassing nearly every human 
tissue and system. Bone marrow, fatty tissues, umbilical 
cord, and maternal tissues are the primary sources of 
MSCs, as shown in Figure 1.4. Under this, some studies 
claimed that MSCs-EVs/exo, i.e., exosomes isolated from 
MSCs have superior curative benefits to general MSCs.5
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 Figure 1. Mesenchymal stem cells (MSCs) termed exosomes isolated from diverse organs/ tissues 
(bone marrow, adipose tissue, dental pulp, umbilical cord blood, placenta, liver, and neuronal cells).

	 Since MSCs have receptors for various factors 
expressed on their outermost cell layer, they can go to the 
site of cancer or inflammation and release inflammatory 
factors, including IL-6, IL-8, and MCP-1, into the environment 
of such inflamed areas. These elements support MSCs’ 
instructed movement.6,7 Exosomes produced from MSCs 
(MSCs-Exo) have been the subject of numerous studies, 
and it has been found that these exosomes share many 
of the same processes as MSCs, including the ability to 
repair tissue damage, suppress inflammatory responses, 
advance tumors, and promote angiogenesis.8 Extracellular 
vesicles (EVs) or MSCs-Exos, which are released by the 
majority of MSCs cells, as well as secretory vesicles, which 
are produced by some MSCs cells and allow the vesicular 
transport of cargo like neurotransmitters or hormones, 
are among the membrane vesicles that MSCs cells can 
produce.9 It was initially believed that the production of 
EVs served as a mechanism for the cell to get rid of waste 
products in the form of “platelet dust/cellular debris”.10 
The ability of EVs to carry cargo between cells, such as 
DNA, lipids, and proteins, is the main area of interest in 
this subject because it has become clear that EVs are more 
than merely trash carriers.

	 The EVs are crucial for maintaining or developing 
cell pathologies as cellular communication agents. EVs 
can be split into two significant groups according to their 
origin: Micro- and exo-vesicles (MVs).11 According to the 
International Society for Extracellular Vesicles (ISEV), 
extracellular vesicles might fall into 3 categories: exosomes, 
microvesicles, and apoptotic structures. These groups’ 
location, size, and substance are crucial.12,13 The smallest of 
these are exosomes, with a size assortment of ~ (40-150) 
nm on the nanoscale [14]. Furthermore, their biogenesis 
is another distinguishing trait of exosomes that sets them 
apart from other EVs. Exosomes have an endosomal 
origin in contrast to microvesicles, which form directly 
from the plasma membrane, and apoptotic bodies, which 
form during apoptosis (Figure 2).15 Exosomes are formed 
by the fusion of plasma membrane with multivesicular 
bodies (MVB).16 Multivesicular bodies (MVB), a type of 
internal multivesicular compartment, are created when 
the endosomal membrane invaginates.17,18 Exosomes have 
been characterized as having a “cup-shaped” structure with 
varying sucrose densities between 1.13 and 1.19 g/mL.19
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Figure 2. Extracellular vesicles (EVs) classification.

	 A few of the cells that produce exosomes are immune 
cells, platelets, smooth muscle cells, and endothelial cells. 
When the extracorporeal membrane of the polyvesicles 
coalesces with the plasma membrane. Exosomes are 
produced inside cells and released into the extracellular 
matrix by lysosomal polyvesicles.20 Exosomes, which are 
generally released into receptor cells by host cells, regulate 
the biological functions of receptor cells by supplying 
substances that affect how receptor cells behave. These 
substances include proteins, lipids, nucleic acids (NAs), 
and other added substances. These outcomes sustain the 
use of exosomes as biomarkers and in immunotherapeutic 
strategies.  Our study presents a brief overview of the 
function of exosomes in connection to their origin and 

roles, and it addresses the possible use of exosomes to treat 
various disorders, such as diabetes, immunomodulation, 
wound healing, and hair follicle growth.21

	 Three distinctive classes of EVs are portrayed above 
where: 1) Exosomes, which are 40-200 nm in diameter, 
are produced by endocytic pathways and are let out 
into extracellular spaces by a process called exocytosis; 
2) Microvesicles are irregular shaped bodies that are of 
diameter size 100-1000 nm and are generated by budding 
from the cytoplasmic membrane; and 3) Cells that undergo 
apoptosis produce apoptotic bodies which are of diameter 
size >1000 nm by the process of cell blebbing.22 In Table 1 
depicts the diverse forms of exosomes.

Table 1. Depicts the origin, size, markers and different types of exosomes

Different types of vesicles Origin Size (nm) Markers

Microvesicles Plasma membrane and 
many other cell types

20-1000 Broad variety of non-specific markers 
such as selectin, integrins and CD40 
ligand23,24

Apoptotic bodies Cell membrane from 
Endoplasmic reticulum

1000-5000 Phosphatidylserine, DNA & its products, 
Histones25,26

Membrane fragments Epithelial cell 
membrane

50-80 Prominin-1 (CD133) 27

Exosomes Endosomes from
 various cell types

40-100 other endosomal-related indicators, such 
as lipid rafts, Tetraspanins, flotillin, Alix, 
TSG101, sphingomyelin, and Rab5b. All 
markers, however, specifically target 
exosomes. 28

Discovery of exosomes
	 Exosomes were once believed to be apoptotic 
bodies for the minimally disruptive discharge of cellular 
debris from cell injury or byproducts of cell homeostasis.29 
 Harding et al.,30,31 and Pan et al.,32 were the two scientists 

who first described exosomes in their research papers 
on two separately different animal studies, and this 
was published a week apart in 1983. In their research, 
scientists noticed how sheep Transferrin Receptors (TfRs) 
were released from the plasma membrane and entered 
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growing human reticulocytes. It was discovered that 
transferrin receptors interact with cells and are then 
packed into tiny (~50 nm) vesicles.33,34 Schirrmacher and 
Barz, a year after this event, noticed that tumor-derived 
exosomes (TDEs) had antigens that were comparable to 
those of the matching tumor cells.35 These vesicles were 
subsequently named “exosomes” in 1987 by Johnstone et 
al.,36 which were initially believed to be on their way to 
lysosomes for destruction before being secreted into the 
extracellular area by maturing blood reticulocytes.37 
	 Extensive study and research on exosomes increased 
due to the development of more sophisticated approaches 
to understand functional biology clearly. They extended 
therapeutic applications of exosomes, such as techniques 
for tissue regeneration, immunomodulation, and cell 
differentiation [38]. The initial findings from clinical tests 
on exosome-based immunizations were published in the 
mid-2000s.39 In-vitro conditions are a viable therapeutic 
option for several illnesses with tumor-specific biomarkers. 
Nevertheless, MSCs-Exos applicability in orthopedics, 
dentistry, and COVID-19 therapy, as well as liposome-
mediated drug delivery in cardiovascular disorders and 
cancer using tumor-specific biomarkers.40-43

Structure and composition of exosomes
	 Following diverse proteomics techniques like mass 
spectrometry, exosomes are said to contain more than 
4,000 distinct types of biomolecules, involving particular 
groups of lipids, proteins, nucleic acids, mitochondrial 
DNA (mtDNA), microRNAs (miRNAs), mRNAs such as 
transfer RNA (tRNA), long noncoding RNAs (lncRNAs), 
piwi-interacting proteins RNAs (piRNAs), cytokines, 
transcription factor receptors, and other bioactive 
compounds are among the different kinds of RNA. 
Exosomes from progenitor cells transport these RNAs to 
target cells, where they can perform specific functional 

tasks. Exosomes vary in constituent parts due to various 
physiological and pathological circumstances and specific 
cell types; the cell of origin significantly influences the 
exosomal contents.44-49

	 Exosome protein components are classified into two 
categories; one category consists of elements that are 
involved in the creation, release, and exosome biogenesis 
of intraluminal vesicles (ILVs) regularly, like programmed 
cell death 6 interacting protein (PDCD6IP or ALIX), and 
another category made up of the tumor susceptibility gene 
101 (eg. tetraspanins-8 (TSPAN 8), Vacuolar protein sorting-
associated protein 4 (VPS4), TSG101, SD106), whose 
release is mainly reliant on proteins like Rab GTPases.50-53 
Additionally, exosomes contain non-specific proteins like 
cytoskeleton proteins (such as myosin, actin, and tubulin), 
cell-specific antigen-presenting components like CD45 and 
Major Histocompatibility Complex proteins (such as MHC 
I and MHC II), which are typically seen in donor cells, heat 
shock proteins (Hsp) (such as Hsp70, Hsp90, Hsp110 ), 
membrane integrating transfer proteins (such as flotillins, 
annexins, and Rab), ESCRT, and CD63.54,55 Compounds 
such as sphingomyelin, cholesterol, phosphatidylserine, 
glycosphingolipids, and ceramide, which impact signaling, 
exosome release, structure, and cargo separation, are also 
seen as abundant in exosomes. These lipid components 
are stable and necessary for the preservation of exosome 
structure, biogenesis of exosome, and homeostatic control 
of the target cell.56 Additionally, these proangiogenic 
proteins, like basic fibroblast growth factor (bFGF), 
interleukin 6 (IL-6), monocyte chemokine protein-1 (MCP-
1), migration-promoting chemokines, vascular endothelial 
growth factor (VEGF), towards the inflammation site, 
proteins involved with the mitochondria, proteasomes, 
and endosomal reticulum, are strongly expressed in MSCs-
derived microvesicles (MVs) (Figure 3).57

Figure 3. Structure and composition of exosome.
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Exosome biogenesis, release, and uptake
	 Initiation, endocytosis, multivesicular body 
growth, and secretion are the four stages of exosome 
maturation.58 When the plasma membrane invaginates, 
early endosomes are created that include membrane 
protein and multivesicular bodies (MVBs), which are 
exosomes. Sometimes, it is also referred to as late 
endosomal structures comprising several ILVs with a 
changing subcellular structure.59 Finally, MVBs are fused 
with the plasma membrane to release exosomes into 
the extracellular environment or carried to lysosomes 
to degrade all transported compounds. They are also 
transferred to the trans-Golgi network (TGN) for endosome 
recycling.60 Early endosomes (EEs), created by merging 
endocytic vesicles, are the first stage in biogenesis.61 Later, 
the formed EEs are packaged into late endosomes (LEs) 
or return the cargo proteins outside the cell.62 To move 
proteins, the packing of proteins inside multivesicular 
bodies and intraluminal vesicles (ILVs) relies on the 
endosomal-sorting complex (ESCRT). Typically 4 ESCRT 
protein structures such as ESCRT0, ESCRTI, ESCRTII, and 
ESCRTIII, in conjunction with AAA, ATPase, Tsp101, ALIX, 
and Vps4 accessory protein complex that relies on ubiquitin 
protein for further mechanism or go through ubiquitin 
independent mechanism of action for selection of required 
cargo, and the production of target exosomes.63-65 Both the 
Vps4 complex and the ESCRT-III complex work together 
to cause vesicle neck scission; ESCRT-III multifaceted 
dissociation and regeneration occur. The multifaceted 
ESCRT-0 also arranges ubiquitinated cargo proteins into 
the lipid area. ESCRT-I, as well as ESCRT-II, drive the 
deformation of the membrane to develop the membrane-
stable neck.66 The first stage is the creation of ESCRT-0 
complex, a heterodimer made up of the ubiquitylated 
cargo-identifying proteins STAM1/2 and HRS.67 The FYVE 
domain covers 3 retained components such as C-terminal 
RVC motifs, which form phosphatidylinositol 3-phosphate 
(PtdIns-3) binding site, N-terminal WxxD, the central RR/
KHHCR, cytoplasmic protein HRS, and early endosome 
antigen 1 (EEA1) results in formation of endosomes,68,69 
which connects to phosphatidylinositol 3-phosphate 
(PtdIns3P). This lipid is plentiful on the surface of pre-MVB 
endosomes.70 Then, HRS employs Clathrin,71, who assists 
in the corralling and ubiquitylated freight congregating.72 At 
the site of ILV creation, ESCRT-0 interacts with ESCRT-I and 
ESCRT-II. Since both contain ubiquitin-interaction domains, 
a sorting domain with elevated avidity for ubiquitylated 
cargo must be created.73-76 ESCRT-III, which promotes 
membrane deformation along with tightening of the collar 

through consequent intussusception,77 further is also 
recruited at that precise moment.78,79 [Then, ubiquitin is 
eliminated from the payload by Deubiquitinating enzymes 
(DUBs),80 and the ESCRT complex is dissociated so that its 
constituent parts can be repurposed by the ATPase VPS4 
and co-factor VTA1.81 Theoretically, suppression of any 
of these factors should prevent the production of ESCRT-
dependent exosomes, yet without having an impact on 
other procedures like lysosomal targeting.82

	 RNA entry into exosomes seems to be lipid-mediated, 
unlike proteins organized by ESCRT that rely on self-
regulating lipid and cargo locations. Nucleotide sequences 
demonstrate the increased attraction for the phospholipid 
bilayer and largely depend on elements like lipid structure 
(lipid rafts), hydrophobic alterations, and sphingosine at 
an average proportion in rafted membranes (Table 2).83 
The plasma membrane’s fatty rafts are regions that are 
abundant in proteins that are glycosylphosphatidylinositol 
(GPI)-anchored, sphingolipids, and cholesterol. ILVs are 
formed spontaneously by the budding-in process while 
ceramide, lysophospholipid, and glycosphingolipid 
molecules accumulate on the limiting membrane. In 
the presence of ceramidase and sphingosine kinase, 
the ceramide is transformed to sphingosine and 
sphingosine-1-phosphate (S1P), and continual stimulation 
of sphingosine-1-phosphate receptors on the limiting 
membrane facilitates the organization of tetraspanin into 
ILVs.84 Tetraspanins organize membrane microdomains, 
defined as tetraspanin-enriched microdomains (TEMs) 
with many transmembrane and cytosolic signaling 
proteins.  Four transmembrane domains set tetraspanins 
apart as a protein superfamily of transmembrane proteins 
linked to cell surfaces.85 According to a 2009 study by 
Stuffers, Susanne et al., the absence of the ESCRT tool 
in mammalian cells did not prevent the development of 
MVB vesicles. Still, it did result in abnormalities in the 
amount and size of ILVs and in the cargo-sorting into 
ILVs. This suggests that exosome biogenesis may be a 
synchronized process with both ESCRT-dependent and 
ESCRT-independent pathways (Figure 4).86

	 The first step in producing and generating exosomes 
is the creation of early endosomes, which include RNA 
and cytosolic proteins. These early endosomes later 
develop into active subcellular structures called MVBs 
(Multivesicular Bodies). MVBs can then be destroyed by 
lysosome fusion or released by plasma membranes to 
create exosomes. Lastly, there are numerous methods 
by which exosomes deliver their cargo, which includes 
proteins, DNA, and microRNA, to the target cell.
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Table 2. The process of synchronization of exosomes and their release.

ESCRT-Dependent exosome

Protein Cell lines used for
 In vitro studies ESCRT-dependent exosome proteins used

Syndecan MCF-7 HSP70, Alix, CD63 (membrane cargo
binding to syntenin-1)87,88

Hepatocyte growth factor receptor 
tyrosine kinase substrate (HRS) an 
endosomal protein

HeLa-CIITA, DCs VPS4B, MHC-II, CD63, Tsg10189-91

Tsg101 (VPS23) MDCK, MCF-7, HeLa-CIITA, DCs CD81, MHC-II, CD63, syndecan-1, ALIX, 
HSC7092

Syntenin MCF-7 HSP70, CD6393

VPS4 MCF-7, DCs, HeLa CIITA syndecan-1, HSC7094

Alix MCF-7, DCs, HeLa, CIITA syndecan-1, TSG101, RAB5, HRS, HSC7095

CHMP4C (SNF7C) HeLa-CIITA CD81, HSC70, CD63, MHC-II96

CHMP4B (SNF7B) HeLa-CIITA HRS, TSG101, RAB597

STAM1 HeLa-CIITA MHC-II, HSC70, CD63, CD8198

ESCRT-independent exosomes

Protein Cell lines used for
In vitro studies ESCRT-Independent exosome proteins used

RAB31 HeLa, HEK-293T Tsg101, CD81, Alix, CD9, CD6399

nSMase2 HEp-2, Oli-neu Tsg101, Hrs, PLP, Alix, Syntenin100,101

DGKα J-HM1–2.2 Β-Actin, Fasl, CD63102

PLD2 RBL-2H3, MCF-7 SDC1CTF, CD63103,104

CD9 BMDCs, HEK293 Flotillin-1, β-catenin105

CD63 DG-75, HEK293, HK1, Rat1, 
MNT-1, HeLa

Calnexin, CD81, HSC70106

CD82 HEK293 β- Catenin107

Release of exosome
Protein Cell lines used for In Vitro studies Release of Exosome
Tetherin HeLa ALIX, TSG101, CD63108

RAB11 Drosophila S2, K562 HSC70, Evi (WB), Lyn, Transferrin 
receptor109,110

YKT6 A549 Tsg101111

RalA, RalB 4T1 HSC70, ALIX, TSG101, CD63112

VAMP7 K562 Acetylcholinesterase activity113

RAB27a/b Human peripheral blood, HeLa-CIITA Tsg101, Hsc70, Hsp70, CD63114
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Uptake of exosome
	 Exosomes communicate with target cells via three 
different mechanisms: (a) receptor-ligand contact, (b) 
direct membrane fusion, and (c) endocytosis using 
phagocytosis. Additionally, several proteins function as 
ligands to stimulate the absorption of the exosome, such 
as ICAM-1 for Tim 1/4 for B-cells and cells that present 
antigens (APCs).115-117 Exosomes perform an integral part 
in pathological and physiological methods based on 
their capability to communicate with target cells once 
discharged outside the cell and transmit proteins, lipids, 
and nucleic acids. Even though numerous techniques have 
been proposed.118-120

Applications of exosomes
Immunomodulatory activity of exosomes
	 MSCs are extremely important in the field of 
regenerative medicine and are found to interfere with 
numerous immune response mechanisms and exhibit 
immunomodulatory functions. MSCs have broad 
immunoregulatory capabilities through interactions with 
immune cells in both the adaptive and innate immune 
systems, resulting in immunosuppression of diverse 
effector functions.121 MSCs regulate immunomodulation by 
reducing B-cell proliferation and activation, hindering NK 
cell cytotoxicity and proliferation, decreasing dendritic cell 
maturation and suppressing T-cells, and also by facilitating 
the generation of regulatory T-cells through cell-cell 
contact or with the help of several soluble factors such as 
prostaglandin E2 (PGE2), hepatocyte growth factor (HGF), 
transforming growth factor-β1 (TGF-β1), etc.122 Exosomes 
and microvesicles generated from MSCs have been found 
to have similar immunosuppressive properties.123

	 Zhang et al. noticed that MSC-derived exosomes 
persuaded the phenotype of monocytes to M2-like 
promoted T-cells, which further evolved into regulatory 
T-cells.124 Nonetheless, lowered immunological actions 

in vivo augment the viability of mice allogeneic skin 
grafts.125 Morrison et al. demonstrated that MSCs-derived 
EVs promote a highly phagocytic and anti-inflammatory 
macrophage phenotype through mitochondrial delivery.126 
Responses via T-cell mediated immunomodulation is 
a powerful strategy for controlling autoimmune and 
inflammatory disorders. In vitro experiments with T-cells 
treated with MSCs-derived EVs revealed a significant 
reduction in T-cell-driven proliferation and decreased 
production of specific proteins, including IFN-γ and 
TNF-α.127 Animal models were utilized to investigate the 
immunomodulatory role of MSCs-derived EVs, with results 
revealing immunological activity and changes in the 
production of pro-inflammatory and anti-inflammatory 
cytokines.128 The impact of immunomodulation by the 
exosomes produced from MSCs in animal models of 
antigen-driven tissue damage exhibited a variety of 
effects, including a reduction in the numbers of synovial 
joint lymphocytes and reduced expression of TNF-α mRNA 
in the synovial joints increased in survival of induced lung 
injury as well as an increase in regulatory T-cells after 
concanavalin-A-induced liver damage.129-131 According to 
these findings, MSC-derived EVs preserve the biological 
functions performed by the mother cells and can be used 
as an immunosuppressive tool.132

	 MSCs have recently been proposed as a promising 
treatment for SARS-CoV-2. MSCs suppress viral infections 
by releasing certain cytokines; these features are inherent 
in MSCs even before they are separated from their parent 
tissue. As a result, when these MSCs and their exosomes 
(MSCs-Exo) are transplanted into a patient with proven 
SARS-CoV-2 infection, they are likely to survive.133

Exosomes in hair follicle regeneration
	 The skin, the biggest organ, is a vital bodily barrier, 
playing a major role in detecting impulses and defending 
against infections and other environmental substances. 

Figure 4. Exosome biogenesis, release, and uptake.
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The skin appendices also contain hair follicles (HF) and 
glands; these hair follicles originate from the first two 
layers of skin, epidermis and dermis, respectively. The HF 
is generally made of layers of cells within the layers of the 
skin.134 The cycle of HF development occurs continuously 
throughout the life of the organism and occurs in phases, 
which are telogen (rest phase), anogen (growth phase), 
and catagen (regression phase). Epithelial, melanocyte, 
and mesenchymal stem cells (MSCs), which self-renew, 
differentiate, control hair growth, and uphold skin 
homeostasis, are among the numerous skin stem cell 
groups found in the bulge section of the HF.135 The skin has 
drawn much interest as a potential target for regeneration 
treatment owing to the improved access and knowledge 
about the localization action of skin stem cells, in general, 
the skin, and the HF in specific.136,137

	 Wnt factors are well-known primary controllers of 
hair growth and HF morphogenesis.138 Wnt ligands are 
critical in de novo hair creation and are induced by adult 
skin wounds. Active Wnt factors, on the contrary, have 
been revealed as molecules that are secreted by the 
exosomes that can be both housed within and released 
from these vesicles.139,140 Wnt4 and Wnt11, obtained 
from the MSCs of human umbilical cord exosomes, 
have been proven to promote the revitalization of a 
cutaneous layer of skin in a burnt skin rat model. Wnt4 
improved the skin’s angiogenesis and Wnt/-  β-catenin 
signaling processes.141,142 Additionally, it was discovered 
that different subsets of vesicles containing Wnt could 
be isolated in a specific pattern in epithelial cells of the 
polarised type. Moreover, a mechanism for the discharge 
of Wnt3a and Wnt11 from MDCK cells has also been 
shown to be crucial for the structural organization of the 
HF and interfollicular epidermis.143  These findings show 
that enhanced expression of Wnt3a and Wnt5a was linked 
to stimulation of hair formation in mouse skin treated with 
intradermally injected EVs generated from MSCs.144 When 
injected into the skin of mice, exosomes derived from 

human Dermal Papilla (DP) cells were found to extend 
the anagen phase of the hair cycle by promoting the 
production of β-catenin and Sonic Hedgehog (Shh). The 
Hedgehog pathway is a crucial pathway that plays a major 
role in homeostasis, repair, and the development of the HF 
epidermis and the maintenance of HF bulge stem cells.145 
MicroRNAs (miRNAs) can also be transported in EVs, and 
it has been found that these molecules also have a major 
role to play in the regulation of skin and HF development 
through Wnt signaling modulation.146 MiR-181c, detected 
in the exosomes of MSCs from the human umbilical cord, 
has been proven in studies to be an important factor 
in lowering inflammation brought on by burn in a rat 
model.147 Additionally, synovium-MSCs release exosomes 
that overexpress miR-126-3p, which has been shown to 
trigger increased P-AKT and ERK1/2 production in HMEC-1 
endothelial cells and support diabetic rat skin wound 
healing.148

	 Subcutaneous administration with conditioned 
media produced from MSCs derived from human amniotic 
fluid improved hair regrowth and expedited wound healing 
in a wound model in rats.149 Intradermally injected MSCs-
EVs improved the telogen-to-anagen transition in a mouse 
model.150 Exosomes from human DP were injected into 
mice’s skin to promote hair growth, possibly simulating the 
paracrine effects that DP cells naturally have on epithelial 
cells. The outer root sheath cells of epithelial hair follicles 
taken from human scalps and cultured with DP exosomes 
showed elevated Shh and β -catenin levels in the treated 
skin. In response to exosomes, these findings repeatedly 
showed how the Wnt/ β -catenin and Shh pathways 
regulate hair growth (Figure 5).151

	 EVs are natural hair cycle regulators and potential 
delivery systems for enhancing hair and skin regeneration. 
The precise physiological significance and contribution 
of exosomes to the HF cycle in vivo and the therapeutic 
implications of using exosomes to enhance hair growth in 
clinics require further investigation.

Figure 5. Exosomes used in Hair follicle regeneration.
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Exosomes in wound healing
	 Mesenchymal stromal cells (MSCs) and their 
exosomes have recently emerged as game-changing tools 
in tissue engineering and regenerative medicine. Exosomes 
are generally known to transport functional cargos like 
miRNA, cytokine, growth factor, etc., from MSCs to the 
respective target cells, thus influencing the biological 
processes in the recipient skin cells like proliferation, 
migration, and ECM component secretion (e.g., collagen, 
fibroblasts, and keratinocytes).152 Wound healing is a 
significant difficulty in certain cases like pathological 
disorders like diabetic foot ulcers (DFUs), plastic surgery, 
and others. Persistent wounds cause significant patient 
morbidity, negatively impacting patient quality of life and 
exacerbating pain, stress, and despair.153,154 The current 
therapeutic procedures are prohibitively expensive, 
ineffective, and time-demanding, and more than half 
of infected wounds display strong resistance to topical 
therapy, which cannot reduce scarring.155 Mesenchymal 
stromal cells (MSCs) have emerged as an essential 
strategy for restoring skin wound healing. MSCs show their 
therapeutic efficacy primarily through numerous actions 
on numerous cell types and at all stages of wound healing, 
from hemostasis through remodeling.156 Exosomes 
generated from MSCs have biological functions like the 
parental cells and can thus help tissue regeneration by 
moving their contents to neighboring cells.157 Although 
clinical trials show that MSCs-based treatments are safe, 
feasible, and helpful, the limited sample size and absence 
of long-term follow-up make these trials unsatisfactory.
	 The cell and metabolic processes throughout the 
wound repair process are classified into four major phases: 
hemostasis, inflammatory, proliferative, and remodeling 
(or maturation phase).158 As previously noted, MSC-
derived exosomes (MSCs-exosomes) will have resource 
cell characteristics, encouraging tissue regeneration and 
self-healing of cells, reestablishing tissue homeostasis, 
and accelerating wound healing in damaged regions.159 
Emerging data suggests that MSCs produce bioactive 
substances to target tissues and cells via endocrine and 
paracrine pathways, lowering wound inflammation 
and enhancing tissue healing.160 Exosomes produced 
by various MSCs can attenuate the inflammation by 
downregulating proinflammatory enzymes such as COX-2, 
inducible nitric oxide synthase, and chemokines such as 
chemoattractant protein (MCP)-1, TNF-α and IL-1β. Also, 
MSCs-exosomes can induce anti-inflammatory cytokine 
production called IL-10, which is known to be significant 

in regulating inflammation of cutaneous wounds and scar 
formation in numerous disease types.161 Cell proliferation 
and re-epithelialization of the skin are critical for 
cutaneous regeneration. Skin fibroblasts are involved in 
the contraction of wounds, deposition of extracellular, 
remodeling of tissues, and other aspects of skin tissue 
healing and regeneration.162 
	 It has been demonstrated that MSCs-exosomes 
control the expression of the genes linked with growth 
factors, which in turn controls the production and fibroblast 
migration. Therefore, it promotes the development of 
granulation tissue and collagen, facilitating structural 
support for wound healing.163 Exosomes derived from 
Human fibrocytes include miRNAs and proteins along with 
various biological functions, and these exosomes improve 
the healing of wounds in diabetic rat models by promoting 
skin migration and proliferation of cells.164 Studies also 
have demonstrated that, when transplanted to wound 
sites, exosomes derived from human amniotic epithelial 
cells (hAEC-exosomes) were shown to fasten the process 
of re-epithelialization and wound closure.165 
	 One of the mesenchymal stem cells (MSCs) is 
adipose-derived stem cells (ADSC), which have a variety 
of origins, are simple to isolate and amplify, and are less 
immunogenic. It is commonly recognized that ADSC can 
accelerate wound healing by controlling the activity of 
several effector cells involved in the healing process. 
Exosomes that are derived from ADSCs (ADSC-exosomes) 
have also shown that they can control the synthesis of 
collagen at various stages of the wound healing process 
by simply speeding up the healing of a wound by an 
increase in type I and type III collagen production during 
the early stage and preventing the synthesis of collagen 
in a late stage, and thus decreasing the formation of 
scar.166 In vivo, MSCs administration using the scaffolds 
of collagen hybrid improved the deposition of collagen 
as well as angiogenesis in diabetic wound healing.40 
Polarized macrophages are formed into two different 
phenotypes, M1 (proinflammatory) or M2, in response 
to activation cues (anti-inflammatory). Evidence suggests 
that macrophages, which are M2, can express mediators 
involved in the inflammation resolution and remodeling of 
tissue and hence enhance healing of the wound (Figure 
6).167

	 MSCs’ differentiation capacities and possible 
additional qualities, such as inducing the release of anti-
inflammatory and pro-angiogenic mediators, emphasize 
their importance in wound healing and skin regeneration.
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 Exosomes for the treatment of diabetes
	 A global metabolic disorder called diabetes mellitus 
(DM) is marked by a lack of insulin production, increasing 
blood glucose levels. Diabetes is frequently associated with 
several macrovascular problems, including coronary heart 
disease, macrovascular arteriosclerosis, microvascular 
disease, and hypertension. MSCs-EVs have been shown 
to offer outstanding healing effects when it comes to 
treating various organ damages as the MSCs-EVs have 
demonstrated sound healing effects in a variety of tissue 
injuries, including cardiovascular, liver, and skin wounds, 
which include processes of angiogenesis, cell proliferation 
regulation, and immunological modulation.168

	 Type 1 and type 2 are the two major types of diabetes, 
and both are associated with some degree of destruction of 
pancreatic islet cells. Diabetic patients may benefit from a 
potential novel medication that promotes the regeneration 
of cells of islets and improves the susceptibility of targeted 
insulin tissues.169 Deficiency of Insulin is caused by type 1 
diabetes, which destroys autoimmune tissues, particularly 
in the islet cells of patients. Furthermore, it has been 
shown that MSCs-EVs have the exclusive capacity to 
manage immune repair in pancreatic islet tissue to treat 
diabetes. MSCs-Exos can chemo-attract pancreatic tissue 
and activate the pancreatic and duodenal homeobox 1 
pathway, further stimulating pancreatic β-cell regeneration 
and insulin production.170 Many research reports have 
revealed that MSCs-Exos increase the regulatory T-cell 
levels and factors like IL-4. IL-10 and transforming growth 
factor (TGF). Thus, it ultimately improves diabetic mice’s 
autoimmune response and islet regeneration. Type 2 
diabetes is caused by the reduced insulin sensitivity of the 
peripheral tissues, which is also associated with insulin 

secretion defectiveness by pancreatic beta cells. The 
expression of muscle transporter 4 results in the reversal 
of peripheral insulin resistance, as well as the reduction of 
islet cell apoptosis and the restoration of insulin secretion 
function, according to studies showing the ability of MSCs-
Exos to reinstate the phosphorylation protein kinase B and 
insulin receptor substrate 1.
	 As mentioned, a patient suffering from diabetes is 
generally associated with various other complications, 
one of which is diabetes ulcers, which majorly occur on 
the feet of patients, also called diabetic feet. MSCs-Exos 
improves the polarization ratio of M2/M1 (macrophage), 
which reduces inflammation and accelerates healing in 
diabetic ulcer wounds. The extent of wound vascularization 
impacts the wound’s healing pace and remodeling. Also, 
as mentioned, MSCs-Exos are abundant in therapeutic 
noncoding RNAs and growth factors, and they may 
efficiently enhance the vascularization of wound skin while 
being more stable and safer than cell treatment. MSCs-
Exos have also been shown to improve renal function, 
restore podocyte function, and postpone renal fibrosis.170

	 MSCs-Exos include a wide range of proteins for 
repair, growth cytokines, and noncoding RNAs. These have 
therapeutic effects that can improve organ repair done 
by diabetes, and their consequences aid in controlling 
vascularization, anti-apoptotic, and inflammation 
processes. MSCs-Exos may be a successful therapy method 
for diabetes and its associated consequences. Diabetes 
is frequently associated with several macrovascular 
problems, including hypertension, coronary heart disease, 
macrovascular, microvascular, and arteriosclerosis issues. 
MSCs-Exos have been shown to offer outstanding healing 
effects when it comes to treating various organ damages 

Figure 6. Exosomes in wound healing.
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as the MSCs-Exos have demonstrated good healing effects 
in a variety of tissue injuries, including cardiovascular, 
liver, and wounds on the skin, which include processes of 
angiogenesis, cell proliferation and regulation along with 
immunological modulation.

Conclusion
	 Therefore, stem cell therapies for various illnesses 
are increasingly being considered in tandem with the 
investigation of multiple types of stem and progenitor cells. 
The field of transplanting human embryonic or post-natal 
pluripotent stem cell-derived cells is rapidly expanding, 
and there have been encouraging outcomes in the grafting 
of dopaminergic neurons obtained from embryonic stem 
cells. This is because most scenarios currently cannot be 
imagined utilizing lineage-specific, tissue-resident natural 
stem cells. Does the future hold promise for MSCs as 
therapeutic cells? MSC treatments have been effective in 
maintaining patients’ health. However, the safety of ES- or 
iPS-cell-based therapy has not yet been established. 
Exosome research and interest in exosome roles in disease 
pathology and possible treatments have led to exponential 
growth in the exosome field; however, inconsistent 
exosome collection, isolation, and analysis methods have 
posed a major obstacle to the field’s quick progress. The 
International Society for Extracellular Vesicles (ISEV) has 
released a policy statement addressing these concerns 
and providing recommendations to investigators to avoid 
discrepancies in exosome and EV research.
	 Nonetheless, MSC therapies have been effective in 
maintaining patients’ health. Examining the mechanism of 
exosomes in treating diseases is the primary connection 
to future clinical research. Exosomes are a cutting-edge 
therapeutic concept with unique advantages. MSC 
exosomes are signaling molecules that work similarly 
to MSCs but have a more robust membrane structure. 
Exosomes produced from MSCs are more immunogenic 
and well-tolerated than whole-cell therapy. There are more 
options for treating illnesses thanks to these advantages. 
There are several limitations to exosome manufacturing 
and purification, and more studies are required to 
determine the exact nature of their therapeutic benefits. 
Exosomes need to clear up a few things before they may 
be used in a clinical context. Detailed characterization 
will be required to determine the different exosome 
subpopulations. Exosomes have a wealth of evidence 
supporting their potential as novel therapeutic agents, but 
this needs to be clinically confirmed.
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ABSTRACT

Background: The increased prevalence of morbidity and mortality associated 
with Type 2 diabetes is due to changing lifestyles, demanding improved disease 
management measures. To tackle this, scientists are increasingly looking to 
technological advances, notably machine learning, for illness prevention and 
management, particularly in non-communicable diseases. The emphasis is on 
establishing an early detection system to identify Type 2 diabetes risk factors, 
enabling prompt treatments and preventative steps to reduce the disease’s rising 
prevalence.

Materials and methods: The research aimed to assess the association of diabetes 
class with health indicators. Five machine learning models were employed with 
cross-validation techniques to predict early diabetes risk. The performance matrices 
of the models were evaluated and compared with the existing work.

Results: In multivariate analysis, we found polyuria (β=3.492; Aor=32.872; 95% 
CI=11.09,97.35; p<0.001), polydipsia (β=-4.100; Aor=60.378; 95%CI=18.28,199.37; 
p<0.001), polyphagia (β=1.181; Aor=3.25; 95%CI=1.23,8.57; p=0.017), genital thrush 
(β=1.08; Aor=2.96; 95%CI=1.26,7.53; p=0.023), irritability (β=2.28; Aor=9.82; 
95%CI=3.41,28.26; p<0.001), and partial paresis (β=1.2406; Aor=3.45; 95% 
CI=1.35,8.79; p=0.009) are the potential health risk indicators for positive diabetes 
class.

Conclusion: Using an interpretable feature learning approach for early diabetes 
prediction improves the use of global health data. This method forecasts hazards 
correctly and gives insights into influential aspects. As a result, a more proactive 
healthcare strategy is implemented, allowing for more prompt treatments and  
encouraging a more hopeful future by improving patient outcomes and lowering 
the total burden of diabetes on individuals and healthcare systems.

Journal of Associated
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Introduction
	 Diabetes mellitus is a chronic condition that affects 
people of all ages. It can cause blindness, renal failure, 
amputation, heart failure, and stroke, among other 
serious effects.1 After we eat, our bodies convert calories 
into glucose, and the insulin produced by the pancreas 
nettles the cells to absorb glucose. The pancreas would 
not produce enough insulin, or the body would not 
respond efficiently to the insulin produced, leading to 
increased glucose levels in the patient. The World Health 
Organization says that diabetic disease was the ninth most 
significant cause of death on the globe in 2019 and was 
number six in upper-middle-income countries. Diabetes is 
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random forests, and neural network approaches to predict 
diabetes mellitus, with random forests attaining the most 
remarkable accuracy (ACC=0.8084) when all characteristics 
were applied.11 The research also utilized mRMR to pick 
characteristics and discovered that the first five variables 
(height, HDL, fasting glucose, breath, and LDL) predicted 
diabetes well using the Luzhou dataset. The first three 
characteristics (glucose, 2-hour serum insulin, and age) 
were chosen for the Pima Indians dataset. 
	 The research aimed to evaluate and compare the 
effectiveness of five machine-learning models in predicting 
diabetes using lifestyle data from the NHANES database. 
The following are the study’s primary conclusions and 
information:

1.	 Comparison of model
•	 The researchers examined the predictive abilities of 

CATBoost, XGBoost, RF, LR, and SVM.
•	 In terms of predictive performance, CATBoost beat 

the other models.
•	 The models were most likely assessed using sensitivity, 

accuracy, precision, AUC, and ROC measures.
2.	 Performance of CATboost
•	 CATBoost produced an AUC (Area Under the Curve) 

of 0.83 and an accuracy of 82.1%.
•	 According to these criteria, CATBoost displayed 

a high degree of accuracy and discrimination in  
discriminating between those with and without  
diabetes.

3.	 Contributing factors
•	 The study found that calorie, carbohydrate, and fat 

intake levels were the most important predictors of 
diabetes patients.

•	 This means that the machine-learning algorithms, 
notably CATBoost, used nutritional data to produce 
accurate predictions.

Materials and methods
	 This work is based on the ‘‘Early-Stage Diabetes 
Risk Prediction’’ dataset from the University of California, 
Irvine (UCI) machine learning repository.29 This dataset 
contains details of 520 people who report diabetes-
related symptoms. It gives us information about people, 
including features that can cause diabetes to develop. This 
section describes the method of identifying diabetes using 
a machine learning technique. The prediction algorithm is 
initially built using a publicly accessible diabetes dataset. 
EDA is used to find significant patterns among parameters 
in discriminating between diabetes and non-diabetic 
patients. Basic preprocessing activities, such as addressing 
missing values, numerical representation of categorical 
data, and normalization, were carried out. After that, the 
dataset is partitioned into training and test sets, with the 
training set further subdivided into training and validation 
subsets. Feature selection minimizes dimensionality, using 
insights from EDA and an additional trees classifier to find 
key features. Several machine learning techniques are used 
to build the prediction model, which is then validated on 
the validation set. Various measures are used to evaluate 
performance, and model parameters are fine-tuned to 

classified into three types: T1, T2, and GDM. Presence of 
Type 1 diabetes arises when the pancreas does not do its 
job correctly in producing enough insulin, and it frequently 
strikes kids, and teenagers.2 Common symptoms include 
Excessive thirst, dry mouth, weight loss, impaired eyesight, 
and frequent urination. Individuals with Type 1 diabetes 
are more likely to develop heart disease. Type 2 diabetes 
is distinguished by cells that fail to react effectively to 
insulin, resulting in insulin resistance.3-5 Type 2 diabetes 
accounts for approximately 90% of all diabetes cases 
worldwide. While less severe than Type 1, it can cause 
health problems, particularly in the kidneys, nerves, and 
eyes. Type 2 diabetes, which was previously only observed 
in adults, is increasingly impacting youngsters. Gestational 
diabetes, the third primary form, occurs in pregnant 
women who have no history of diabetes and causes blood 
sugar levels to rise.6,7 It usually goes away after delivery, 
but up to 10% of cases might evolve into Type 2 diabetes 
later in life. Babies born to moms who have gestational 
diabetes face problems. Diabetes prevalence is highest in 
China and India.

Related work
	 Isfafuzzaman et al. used a semi-supervised model 
using extreme gradient boosting (XGBoost) to predict 
the insulin characteristics of the private dataset.8 SMOTE 
and ADASYN techniques were used to address the class 
imbalance issue. Machine learning classification methods 
such as decision tree, SVM, Random Forest, Logistic 
Regression, KNN, and different ensemble approaches were 
employed to establish the best prediction outcomes. With 
81% accuracy, 0.81 F1 coefficients, and an AUC of 0.84, the 
XGBoost classifier with the ADASYN technique produced 
the best results.B. Shamreenet et al. tested various 
machine learning classifiers for predicting Type 2 diabetes 
mellitus, including logistic regression, XGBoost, gradient 
boosting, decision trees, ExtraTrees, random forest, and 
Light Gradient Boosting Machine (LGBM). LGBM had the 
best accuracy among these classifiers, reaching 95.20% 
and outperforming the other methods.9 Aishwarya et al. 
For improved diabetes categorization, research presents a 
diabetes prediction model that adds external parameters 
and regular criteria such as glucose, BMI, age, insulin, etc. 
When compared to the previous dataset, the new dataset 
improves classification accuracy. A pipeline model is also 
enforced to boost classification accuracy for diabetes 
prediction. The research describes using clustering, 
especially K-means clustering, on the dataset to categorize 
each patient as diabetes or non-diabetic. Clustering was 
performed using highly associated characteristics, such 
as glucose and age. Sandip et al. provided a diabetes 
prediction model that uses a variety of machine learning 
algorithms, including Logistic Regression, SVM, Nave Bayes, 
Random Forest, XGBoost, LightGBM, CatBoost, Adaboost, 
and Bagging.10 CatBoost is the most successful ensemble 
approach tested, attaining a high accuracy rate of 95.4%. 
CatBoost also surpasses XGBoost, with a better AUC-ROC 
score of 0.99 vs. XGBoost’s accuracy rate of 94.3% and 
AUC-ROC score of 0.98. Quan et al. used decision trees, 
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improve efficacy. The resulting model is then applied to 
the test set for additional assessment, concluding the 
development and evaluation of a machine learning-based 

diabetes detection system. The detailed roadmap of the 
work is shown in Figure 1. A logistic regression model was 
used to find potential risk factors for diabetes.31

Figure 1. A roadmap for building a classification model for predicting type 2 diabetes.

Statistical analysis and machine learning models
	 The data were expressed in frequency (%) for 
categorical variables and mean±SD for continuous 
variables. A chi-square test was applied to find the 
association between diabetes class and other parameters. 
For the mean difference between the two classes, we 
performed the test. The significance level was 0.05. 
After conducting an association between diabetes class 
and other parameters, we used the multivariate logistic 
regression method to find the most significant risk factors. 
The factors found to be substantial in the Univariate 

analysis were run in the final multivariate analysis. To 
predict early diabetes risk, we used five machine learning 
models. All the models were tested by their performance 
matrices.

Data processing and Eda
	 The effectiveness of a machine learning model 
is dependent on precise data preparation. It is critical 
for best model performance to analyze the dataset for 
redundancy, missing, or irrelevant data. The primary goal 
is to fine-tune the dataset for training and testing. Using 
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visualizations, such as charts, may help you understand 
how attributes affect the target variable. This astute 
data-driven strategy improves the model’s capacity to 
generalize and uncover important patterns, resulting 

in robust prediction outcomes in cases such as diabetes 
diagnosis. The association between diabetes class and 
some health indicators is shown in Figure 2.

Figure 2. Association between diabetes classes with some health indicators.

Boosting classification
	 Combining numerous weak learners into a robust 
ensemble model improves prediction performance.12 

Five boosting methods, including the Gradient Boosting 
Machine (GBM), were used in this study. GBM combines 
predictions from numerous decision trees to create 
powerful learners. For optimum splits, each tree’s nodes 
employ unique feature subsets. Sequential trees rectify 
prior faults, constantly enhancing the model. GBM 
performance is further enhanced by hyperparameter 
optimization, resulting in a considerable improvement. 
GBM can generate accurate predictions thanks to this 
iterative learning process that leverages the collective 
wisdom of numerous trees, making it a valuable tool in 
machine learning applications.

Decision tree
	 A Decision Tree is a supervised learning technique 
with a tree-like structure that starts at the root node 
and branches out.13 It makes judgments based on input 
features and is mainly used for categorization. The tree’s 
leaf nodes indicate outcomes, while inside nodes include 
dataset attributes and branching decision criteria. The 
information gain, calculated for each characteristic at 
each node, directs feature selection, optimizing predicted 
accuracy. Grid Search CV and Randomized Search CV are 
used in hyperparameter optimization. The minimum leaf 
sample size (10), maximum depth (6), and the criteria (‘gin) 
are all fine-tuned. This careful optimization procedure 
refines the structure of the Decision Tree, ensuring that 
it efficiently captures patterns and correlations within the 
data, boosting its prediction skills in a supervised learning 
setting.14
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Random forest
	 Random Forest is an ensemble learning approach 
that builds a ‘forest’ of decision trees, each of which has 
been trained using the Bootstrap Aggregating (bagging) 
methodology.15 The primary objective is to improve 
individual Decision Tree performance by minimizing 
variation and enhancing model unpredictability. Random 
Forest reduces overfitting and provides a more robust, 
generalizable model by developing many trees and using 
only random subsets of features at each split. Instead of 
focusing on the most crucial feature during node division, 
the method chooses the best feature from a random 
subset, boosting tree variety. Configuring parameters such 
as min_samples_split, min_samples_leaf, max_depth, 
max_features, n_estimators, and Bootstrap is part of 
the offered hyperparameter tuning. It is critical to fine-
tune these hyperparameters to optimize the model’s 
performance. However, the cost of computing is evident 
since the Randomized Search CV technique, used for 
hyperparameter tuning, takes a long time to execute 
due to its broad parameter space search. Regardless 
of the computational requirement, Random Forest is a 
robust and frequently used machine learning technique 
that boosts forecast accuracy and manages complicated 
datasets via its ensemble of varied decision trees.16

KNN classification
	 K-Nearest Neighbours (KNN) is a lazy learning 
algorithm that differs from eager learners, such as Random 
Forest, because it does not have a dedicated training 
phase.17 KNN is built on the notion of ‘feature similarity,’ it 
works by categorizing incoming data points based on their 
closeness to existing training data. A Minkowski metric 
was used to measure distances during the model-building 
process, and a leaf size of 20 was chosen. The best accuracy 
was obtained after extensive parameter optimization using 
the Euclidean metric and setting the number of neighbors 
to four. This means that during the classification step, the 
algorithm identifies the class of a new data point in the 
feature space by considering the classes of its four nearest 
neighbors. KNN’s adaptability makes it useful for various 
applications.30

Support vector classification
	 The Support Vector Machine (SVM) is a popular 
supervised machine learning technique representing each 
data point in n dimensions.18 The data characteristics 
function as coordinates in this space in this method. SVM 
performs classification by determining which hyperplane 
best divides the two classes. A margin, defined as the 
distance between the decision border and the nearest 
points of each class, is determined to identify the best 
hyperplane. SVM chooses the hyperplane with the most 
significant margin. In other circumstances, however, 
precise class prediction precedes maximizing the margin. 
The selection of hyperparameters is critical for the overall 
accuracy of SVM since they have a major influence on 
its performance. Randomized Search CV, a method that 
effectively searches the parameter space, was used to 
optimize the hyperparameter.19

Results
	 Table 1 describes the association between diabetes 
class and health indicators. The table shows that the 
positive diabetes class in females is higher (54.1%) than in 
males (45.9%). Which is statistically significant (p<0.001). 
The number of polyuria cases is relatively higher, 243 
(75.9%), in the positive diabetes class, compared to the 
negative diabetes class, 15 (7.5%). We found that polydipsia 
is strongly associated with diabetes class (p<0.001). It can 
be observed that the polydipsia cases are much higher, 
225 (70.3%) as compared to negative diabetes class (4%). 
Similarly, sudden weight loss, weakness, polyphagia, visual 
blurring, irritability, partial paresis, and alopecia were 
found to be highly significant (p<0.001) with diabetes 
class. The proportion of all these symptoms is found to 
be higher in positive diabetes classes. However, delayed 
healing(p=0.284), obesity, and itching (p=0.760) were not 
associated with the diabetes class. The mean age of the 
positive diabetes class was 49.1±12.1, and the negative 
diabetes class was 46.4±12.1 (p=0.013).
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	 Table 2 describes the multivariate analysis among 
diabetes class and health indicators. We removed itching, 
delayed healing, and obesity from the analysis since they 
were found to be nonsignificant in the Univariate analysis. 
In multivariate analysis, we found polyuria (β=3.492; 
Aor=32.872;  95%CI=11.09,97.35; p<0.001), polydipsia 
(β=-4.100; Aor=60.378; 95%CI=18.28,199.37; p<0.001), 
polyphagia (β=1.181; Aor=3.25; 95%CI=1.23,8.57; p=0.017), 

genital thrush (β=1.08; Aor=2.96; 95%CI=1.26,7.53; 
p=0.023), irritability (β=2.28; Aor=9.82; 95%CI=3.41,28.26; 
p<0.001), and partial paresis (β=1.2406; Aor=3.45; 
95%CI=1.35,8.79; p=0.009) are the potential health risk 
indicators for positive diabetes class. Apart from these, 
we found gender and age are also associated (p<0.05) in 
positive diabetes class in multivariate analysis.

Table 1. Features description of the data set.
Features  Levels Negative (N=200) Positive (N=320) p

Sex
Female 19 (9.5) 173 (54.1)

<0.001
Male 181 (90.5) 147 (45.9)

Polyuria
No 185 (92.5) 77 (24.1)

<0.001
Yes 15 (7.5) 243 (75.9)

Polydipsia
No 192 (96) 95 (29.7)

<0.001
Yes 8 (4) 225 (70.3)

Sudden weight loss
No 171 (85.5) 132 (41.3)

<0.001
Yes 29 (14.5) 188 (58.8)

Weakness
No 113 (56.5) 102 (31.9)

<0.001
Yes 87 (43.5) 218 (68.1)

Polyphagia
No 152 (76.0) 131 (40.9)

<0.001
Yes 48 (24.0) 189 (59.1)

Genital thrush
No 167 (83.5) 237 (74.1)

0.012
Yes 33 (16.5) 83 (25.9)

Visual blurring
No 142 (71) 145 (45.3)

<0.001
Yes 58 (29) 175 (54.7)

Itching
No 101 (50.5) 166 (51.9)

0.760
Yes 99 (49.5) 154 (48.9)

Irritability
No 184 (92) 210 (65.6)

<0.001
Yes 16 (8) 110 (34.4)

Delayed healing
No 114 (57) 167 (52.2)

0.284
Yes 86 (43) 153 (47.8)

Partial paresis
No 168 (84) 128 (40)

<0.001
Yes 32 (16) 192 (60)

Muscle stiffness
No 140 (70) 185 (57.83)

0.005
Yes 60 (30) 135 (42.2)

Alopecia
No 99 (49.5) 242 (75.6)

<0.001
Yes 101 (51.5) 78 (24.4)

Obesity
No 173 (86.5) 259 (80.9)

1.000
Yes 27 (13.5) 61 (19.1)

Age 46.4±12.1 49.1±12.1 0.013



N. R. Panda et al.  Journal of Associated Medical Sciences 2024; 57(3): 155-165 161

Table 2 Multivariate analysis for potential risk health indicators.
Model coefficients - class 95% Confidence interval

Predictor Estimate SE Z p Odds ratio Lower Upper
Intercept 2.4927 0.8838 2.8205 0.005 12.0939 2.13936 68.3679
Gender
Male- Female -3.7962 0.5170 -7.3433 < 0.001 0.0225 0.00815 0.0619
Polyuria
Yes-No 3.4926 0.5540 6.3048 <0 .001 32.8720 11.09928 97.3547
Polydipsia
Yes-No 4.1006 0.6095 6.7281 <0 .001 60.3782 18.28469 199.3756
Sudden weight loss
Yes-No 0.5206 0.5023 1.0365 0.300 1.6831 0.62885 4.5048
Weakness
Yes-No 0.0438 0.4723 0.0928 0.926 1.0448 0.41400 2.6367
Polyphagia
Yes-No 1.1814 0.4939 2.3920 0.017 3.2588 1.23783 8.5794
Genital thrush
Yes-No 1.0855 0.4766 2.2779 0.023 2.9610 1.16357 7.5350
Visual blurring
Yes-No -0.1766 0.5283 0.3344 0.738 0.8381 0.29760 2.3602
Irritability
Yes-No 2.2851 0.5392 4.2383 <0.001 9.8265 3.41564 28.2699
Partial paresis
Yes-No 1.2406 0.4763 2.6046 0.009 3.4578 1.35943 8.7953
Muscle stiffness
Yes-No -0.6180 0.4992 1.2378 0.216 0.5390 0.20261 1.4341
Alopecia
Yes-No -0.5610 0.5044 1.1123 0.266 0.5706 0.21234 1.5335
 Age -0.0552 0.0207 2.6597 0.008 0.9463 0.90863 0.9856

	 Table 3 describes the classification performances of 
various machine learning techniques using the data set. 
The k-fold cross-validation technique was used for all the 
models. In machine learning, greater k values in cross-
validation frequently result in higher accuracy but can 
also lead to overfitting. Leave-one-out cross-validation 
is appropriate for small datasets (often less than 100 
occurrences) to maximize data utilization, but it can be 
computationally costly. Holdout validation is commonly 
recommended for large datasets since it reduces training 
time. However, this essay seeks to refute that assertion. 

Despite the increased time investment, it contends that 
adopting k-fold cross-validation for massive datasets yields 
significant accuracy benefits. The purpose is to show 
through results that the time cost of employing k-fold 
validation over holdout validation is justified, especially 
when the value of k is kept low enough to provide 
adequate classification quality. Among all the models, KNN 
performed the best accuracy (0.962), with an AUC(0.969) 
and F1 score (0.962). The Roc curves of all the machine 
learning models are shown in Figure 3.
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Table 3. Performance matrices for classification model to predict diabetes class.

Evaluation Metrics Boosting DT KNN RF SVM
Accuracy 0.923 0.920 0.962 0.923 0.913
Precision (Positive predictive value) 0.932 0.923 0.965 0.927 0.913

Recall (True positive rate) 0.923 0.923 0.962 0.923 0.913
False positive rate 0.065 0.085 0.031 0.072 0.099
False discovery rate 0.091 0.085 0.047 0.086 0.093
F1 score 0.924 0.923 0.962 0.924 0.913
Matthews Correlation Coefficient 0.843 0.83 0.923 0.842 0.808
Area Under Curve (AUC) 0.973 0.915 0.969 0.977 0.901
Negative predictive value 0.909 0.915 0.953 0.914 0.907
True negative rate 0.935 0.915 0.969 0.928 0.901
False negative rate 0.065 0.085 0.031 0.072 0.099
False omission rate 0.091 0.085 0.047 0.086 0.093
Threat score 4.556 4 10.063 4.271 3.478
Statistical parity 1 1 1 1 1

Note: DT: decision tree, KNN: K nearest neighbor, RF: random forest, SVM: support vector machine.

Figure 3. ROC curves for all the machine learning models.
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Figure 4. Classification accuracy and other related curves of the model.

	 Similarly, random forest and boosting algorithms 
were performed with the same accuracy (0.923). The 
KNN model beats the others in terms of accuracy, with a 
score of 0.962, followed by Boosting and Random Forest, 
with scores of 0.923. Decision Tree and Support Vector 
Machine (SVM) have lower accuracies of 0.920 and 0.913, 
respectively. KNN has the best precision and recall and the 

lowest false positive rate. However, Random Forest has 
the most significant AUC (0.977), suggesting higher overall 
performance in classification tasks. Despite its excellent 
accuracy, KNN has a significantly higher threat score than 
the other models, indicating that it may be more prone 
to mistakes. In our research, Figure 4 shows classification 
accuracy and other related curves of the model.

Discussion
	 Early detection of any disease facilitates prompt 
decision-making regarding the condition, mitigates the 
exacerbation of complications, and conserves both time 
and money. Machine learning plays a significant role in 
diabetes prediction by leveraging various data sources to 
develop predictive models. The study thoroughly assesses 
the efficacy of different machine-learning techniques in 
classifying patients as either diabetic or non-diabetic in the 
early stages. Various metrics such as accuracy, sensitivity, 
specificity, the ROC curve (AUC-ROC), and precision-recall 
curve are used to evaluate here the performance of 
diabetes prediction models. We found that the positive 
diabetes class in females is higher (54.1%) as compared to 
males (45.9%), which aligns with a previous study20,21 but 
contrasts with the Olufemi et al., where gender predictor 
variable indicates males are more likely to have diabetes 
than female in their logistic regression model in prediction 
of diabetes across the US.23

	 The incidence of polyuria cases in our study is found 
to be significantly elevated, comprising 243 (75.9%) 
instances within the positive diabetes class, in contrast 
to the negative diabetes class. In a recent study, Olufemi 
et al. utilized a logistic regression model to predict early 
diabetes prevalence across the United States. Their 
findings revealed that polyuria and polydipsia contributed 
most significantly to predicting the “Positive” class, as 
evidenced by their parameter values and odds ratios.23 
Various other data mining approaches have been 
employed to predict diabetes. Using the decision tree 
algorithm (C4.5), reports indicate that polydipsia is the 
most influential parameter for diabetes prediction. The 
performance results demonstrate a notable accuracy rate 
of 90.38%, suggesting the effectiveness of this algorithmic 
model.22 Our comparative machine learning model also 
found a significant association between polydipsia and 
the diabetes class (p<0.001). Furthermore, we observed a 
substantial prevalence of polydipsia cases, accounting for 
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225 (70.3%) instances, compared to only 8 (4%) cases in 
the negative diabetes class. 
	 Our study revealed that sudden weight loss, 
weakness, polyphagia, visual blurring, irritability, partial 
paresis, and alopecia were significantly associated with 
the diabetes class (p<0.001). These findings align with 
the research conducted by Dritsas and Trigka, who also 
identified polyphagia, irritability, alopecia, visual blurring, 
and weakness as prominent features correlated with 
diabetes. In contrast, other features showed negligible 
correlation (rank <0.2).24 Utilizing various machine-learning 
models, they aimed to pinpoint individuals at risk of 
diabetes based on specific risk factors such as weight loss, 
weakness, polyphagia, visual blurring, and irritability.24 
Delayed healing (p=0.284), obesity, and itching (p=0.760) 
were determined to have no significant association with 
the diabetes class in our study. However, a previous study 
by Dritsas and Trigka found that diabetes prevalence 
was notably linked to delayed healing and visual blurring 
features, with 50% of diagnosed individuals exhibiting 
these symptoms.24 Similarly, in our study, the mean age 
of the positive diabetes class was 49.1±12.1, while for 
the negative diabetes class, it was 46.4±12.1 (p=0.013). 
These findings closely resemble those of an interventional 
study conducted by Wicaksana et al. where the average 
age of diabetic patient participants was reported to be 
55.13 years.25

	 In multivariate analysis among diabetes class and 
health indicators, we also analyzed the indicators other 
than polydipsia, polyuria, polyphagia, visual blurring, 
irritability, and alopecia like genital thrush, irritability, and 
Partial paresis are the potential health risk indicators for 
a positive diabetes class. Previous studies also obtained 
similar findings.26,27 Our comparative analysis found that 
k-fold validation offers justified time costs compared 
to holdout validation, mainly when k is maintained at a 
low level to ensure high-quality classification. Among the 
various models examined, KNN demonstrated the highest 
accuracy (0.962), along with notable AUC (0.969) and 
F1 score (0.962). These findings are consistent with the 
findings reported in the previous study by Ghosh et al., 
where they performed another comparative analysis of 
different machine learning tools in detecting diabetes in 
their experiments.28

Limitations
	 Although the study identified several possible risk 
factors and symptoms for early-stage diabetes, certain 
limitations remain. Since the data set is publicly available, 
we have only considered a few variables. Further elements 
or variables might be included to strengthen the study. 
The collection of data was of a limited size. Large data 
sets may be used for additional studies to create more 
precise machine-learning models. Another similar flaw in 
this research is that internal validation models were used 
to validate machine learning models by dividing the data 
into an 80:20 ratio. For generalization to apply to other 
populations, external validation is necessary. Our future 
work will focus on external validation of the machine 

learning models to predict early diabetes risk.

Conclusion
	 In conclusion, we identified several potential health 
risk indicators for the positive diabetes class, including 
polyuria, polydipsia, polyphagia, genital thrush, irritability, 
and partial paresis. The advancement of diagnostic 
techniques for diabetes, emphasizing a recent trend 
towards technology-driven approaches, notably those 
employing Artificial Intelligence (AI), greatly empowers 
researchers and healthcare professionals in managing 
the disease. This shift presents opportunities for early 
identification of individuals at elevated risk of developing 
diabetes. Our research indicates that machine learning 
methods utilizing AI hold promise for accurately predicting 
diabetes. These models in healthcare effectively mitigate 
human-induced observation errors, resulting in enhanced 
outcomes. Timely detection facilitates swift and efficient 
treatment, potentially lowering the burden of morbidity 
and mortality linked to the disease.
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ABSTRACT

Background: Optimizing image quality and radiation dose is crucial in general 
radiography, adhering to the As Low As Reasonably Achievable (ALARA) principle.

Objective: This study aimed to evaluate the impact of applying the 10 kVp and 
15% rules on image quality and patient dose in extremity X-ray imaging using both 
computed radiography (CR) and digital radiography (DR) systems.

Materials and methods: X-ray imaging of hand, elbow, knee, and foot phantoms 
was performed using three different exposure techniques on both CR and DR systems. 
These techniques included the standard technique (ST) based on the established 
guidelines of the imaging systems, increased 10 kVp with a 50% mAs reduction 
from ST (10 kVp rule), and increased 15% kVp with a 50% mAs reduction from ST 
(15% rule). The entrance skin dose (ESD) was measured using nanoDot™placed 
on the phantom’s surface. The physical image qualities in contrast-to-noise ratio 
(CNR) and figure of merit (FOM) were utilized to assess the balance between image 
quality and radiation doses.

Results: The ESD was reduced by an average of -16% and -25% when applying the 
10 kVp and 15% rules for all extremity imaging. This reduction decreased image 
CNR by -18% and -12%, respectively. There was no significant difference in CNR 
between the 15% and 10 kVp rule techniques for all extremity examinations in 
both CR and DR systems (p>0.05).  Meanwhile, the exposure and deviation indexes 
remained within the established guidelines for CR and DR systems. However, the 
FOM values tended to be greater with the 15% rule technique than other techniques.

Conclusion: The ESD reduction was observed when applying the 10 kVp and 15% 
rules for all extremity imaging, both in CR and DR systems, with a slight degradation 
in image quality. The 15% rule represents the best option for optimization of image 
quality and patient dose based on the FOM results.
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Introduction
	 Plain radiography is widely used for diagnosis, 
treatment, and monitoring of diseases, representing the 
majority of radiographic imaging procedures1. Despite 
patients receiving a lower radiation dose from extremity 
 radiography than other procedures such as abdominal 
and spine radiography,1 the optimization of image quality 
while minimizing radiation exposure remains paramount. 
This optimization aligns with the As Low As Reasonably 
Achievable (ALARA) principle, emphasizing the continuous 
effort to enhance patient safety.
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extensive research on various DR systems and types of 
examinations. In 2024, Wenman et al. confirmed that the 
10 kVp rule for knee X-rays in the AGFA DX-D 40 DR system 
lowered the ESD without compromising image quality 
compared to standard techniques.13 They recommended 
further studies on broader kVp ranges.
	 This study aimed to evaluate the effectiveness of the 
10 kVp and the 15% rules in reducing patient dose while 
maintaining the quality of hand, elbow, knee, and foot 
radiographic images in specific CR and DR systems.

Materials and methods
Extremities imaging 
	 The study employed the IMAGE-X 50 X-ray machine 
(HYUN DAI MEDICAL X-RAY CO., LTD.) in conjunction with 
the DirectView Vita CR system (Carestream Health, Inc.) 
and the VIVIX-S 1417W DR system (Vieworks Co., Ltd.) for 
imaging purposes. The imaging system underwent and 
passed the annual quality control check conducted by the 
Department of Medical Sciences at the Ministry of Public 
Health (DMSMOPH). X-ray imaging of anthropomorphic 
hand, elbow, knee, and foot phantoms (Radiology Support 
Devices, Inc.) was triple-performed using both the imaging 
plate (IP) of the CR system and the flat panel detector (FPD) 
of the DR system. Specifically, the 18×24 cm IP was used 
for the hand and foot X-rays, while the 24×30 cm IP was 
chosen for the elbow and knee X-rays. The 35×43 cm FPD 
was employed for all extremity X-rays. The distance from 
the X-ray source to the IP and FPD was fixed at 100 cm in 
this study.  The collimation was restricted to 18×24 cm for 
hand and foot X-rays and 24×30 cm for elbow and knee 
X-rays using CR and DR systems. The imaging techniques 
used for these X-rays are detailed in Table 1 for CR system 
and Table 2 for DR system. The kVp and mAs values for the 
standard technique (ST), along with the 10 kVp and 15% 
rules, were adjusted to meet the image quality standards 
recommended by the CR and DR system manufacturers.14,15 
This adjustment targeted the optimal ranges of the EI and 
DI, which are 1,850-2,150 for CR system and -2 to 2 for 
DR system, respectively.14,15 The obtained EI and DI values 
for the ST, 10 kVp, and 15% rules fell within these optimal 
ranges. The grid and added filtration were not applied in 
all extremity imaging. 

	 However, a notable unintended consequence of 
computed radiography (CR) and digital radiography (DR) 
systems is increased patient radiation exposure, known 
as dose creep.2-4 This issue arises because of various 
factors, including a lack of user experience or training in 
optimizing image quality while managing radiation doses 
across technologies from different manufacturers.4 A 
primary concern is that underexposed images, which 
result in image noise, are often deemed more problematic 
than overexposed images, which can be adjusted in 
post-processing.5 To address the issue of dose creep, the 
International Electrotechnical Commission (IEC) and the 
American Association of Physicists in Medicine (AAPM) 
have introduced the use of the exposure index (EI) and 
deviation index (DI) to provide feedback to help radiologic 
technologists (RTs) assess whether an image has been 
captured with an optimal balance of image quality and 
radiation dose.5

	 The 15% rule is based on the principle that increasing 
the tube potential (kVp) by 15% allows a 50% reduction 
in the tube current-time product (mAs) to maintain the 
same exposure level.6,7 Such adjustments can reduce the 
patient’s skin dose without sacrificing diagnostic image 
quality. This effect occurs because higher kVp settings 
produce more penetrating X-rays, less absorbed by the 
patient. Additionally, the RTs can compensate for the 
reduced contrast due to increased scatter radiation at 
higher kVp settings through image post-processing in the 
CR and DR systems. On the other hand, the 10 kVp rule 
follows a similar principle but simplifies the approach by 
halving the mAs for each 10 kVp increment.6,7 This method 
provides RTs with an easier way to calculate technical 
factors, bypassing the complex calculations required 
by the 15% rule and promoting its application in clinical 
practices .
	 Many studies reported patient dose reduction by 
increasing the kVp without compromising image quality.8–13 
In 2020, Coffey et a.l found that using the 10 kVp rule for 
shoulder and hand radiography resulted in lower entrance 
skin dose (ESD) than the 15% rule in the GE Definium 
8000 DR system.10 The exposure indicator for the detector 
remained within the optimal range for all exposures under 
both rules. They suggested the 10 kVp rule as a viable 
alternative to the 15% rule and recommended more 

Table 1. The imaging techniques used for extremity X-rays with CR system.

Body Parts/Projections
Exposure parameters

ST 15% rule 10 kVp rule

Hand
PA 50 kVp, 2.5 mAs 58 kVp, 1.3 mAs 60 kVp, 1.3 mAs

PA Oblique 50 kVp, 3.2 mAs 58 kVp, 1.6 mAs 60 kVp, 1.6 mAs

Elbow
AP 60 kVp, 2.0 mAs 69 kVp, 1.0 mAs 70 kVp, 1.0 mAs

Lateral 60 kVp, 2.5 mAs 69 kVp, 1.3 mAs 70 kVp, 1.3 mAs

Knee
AP 55 kVp, 10 mAs 63 kVp, 5.0 mAs 65 kVp, 5.0 mAs

Lateral 55 kVp, 10 mAs 63 kVp, 5.0 mAs 65 kVp, 5.0 mAs

Foot
AP 50 kVp, 6.3 mAs 58 kVp, 3.2 mAs 60 kVp, 3.2 mAs

AP Oblique 50 kVp, 5.0 mAs 58 kVp, 2.5 mAs 60 kVp, 2.5 mAs
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Dose assessment
	 NanoDot™ is a type of small optically stimulated 
luminescence dosimeter (OSLD). The nanoDots™were 
calibrated against an ionization chamber, model 10X6-6 
(Radcal Corporation, Monrovia, CA), based on the beam 
quality used for all extremity imaging. The ESD was 
measured three times, with a single  nanoDot™ (Landauer, 
Glenwood, IL) placed at the center of the X-ray beam on 
the extremity phantom’s surface for each measurement, 
as shown in Figure 1. The field sizes of the X-ray beam 
were 18×24 cm for hand and foot X-rays, and 24×30 cm 

for elbow and knee X-rays. Three nanoDots™were used 
to control for background radiation. Dose values for both 
the exposed (M) and control (MBG) nanoDots™ were read 
three times and then reported using the microSTAR reader 
(Landauer, Glenwood, IL). Consequently, the ESDs were 
calculated using Equation 1.

		  ESD = (M− MBG) × CF	 (1)

	 where CF represents the calibration factor for each 
beam quality used in all extremity imaging. 

Figure 1. Placement of a: hand, b: elbow, c: knee, and d: foot phantoms equipped with nanoDots™ for measuring the 
entrance skin dose (ESD) in computed radiography (CR) and digital radiography (DR) systems.

Table 2. The imaging techniques used for extremity X-rays with DR system.

Body Parts/Projections
Exposure parameters

ST 15% rule 10 kVp rule

Hand
PA 50 kVp, 2.0 mAs 58 kVp, 1.0 mAs 60 kVp, 1.0 mAs

PA Oblique 50 kVp, 2.5 mAs 58 kVp, 1.3 mAs 60 kVp, 1.3 mAs

Elbow
AP 60 kVp, 1.6 mAs 69 kVp, 0.8 mAs 70 kVp, 0.8 mAs

Lateral 60 kVp, 2.0 mAs 69 kVp, 1.0 mAs 70 kVp, 1.0 mAs

Knee
AP 55 kVp, 8.0 mAs 63 kVp, 4.0 mAs 65 kVp, 4.0 mAs

Lateral 55 kVp, 6.3 mAs 63 kVp, 3.2 mAs 65 kVp, 3.2 mAs

Foot
AP 50 kVp, 5.0 mAs 58 kVp, 2.5 mAs 60 kVp, 2.5 mAs

AP Oblique 50 kVp, 5.0 mAs 58 kVp, 2.5 mAs 60 kVp, 2.5 mAs
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Image quality evaluation
	 To evaluate the quality of 144 extremity images (four 
organs, two projections, three exposure techniques, X-ray 
repetition three times, and two imaging systems), this 
study utilized the contrast-to-noise ratio (CNR), calculated 
using Equation 2. We identified areas and measured 
soft tissue and bone pixel values using Image J software 

(National Institutes of Health, Bethesda, MD) for the CNR 
calculations. This process included quantifying noise as 
the standard deviation in soft tissue areas. Three regions 
of interest (ROIs) per image were selected to analyze both 
bone and soft tissue, aiming to calculate the mean pixel 
values (signal) and mean standard deviation (noise), as 
shown in Figure 2. 

Figure 2. Selection of the region of interest (ROI) for determining the pixel value and standard deviation
in non-processed images of (a) hand, (b) elbow, (c) knee, and (d) foot.

		  CNR =   SDsoft tissue

PVbone - PVsoft tissue 	 (2) 
 

	 where PVbone  and PVsoft tissue  represent the mean 
pixel values in ROIs of bone and soft tissue areas in 
an extremity image.
	 SDsoft tissue represents the mean standard deviation 
of pixel values in ROIs of bone and soft tissue areas in 
an extremity image.

	 Finally, t he figure of merit (FOM) was calculated 
using Equation 3 to compare the CNR independently of 
ESD.16,17 

		  FOM =   ESD
CNR2

	 (3) 

	 Where CNR is the mean of contrast to noise ratio 
from three images for each X-ray examination.
	 ESD is the mean of entrance skin dose from three-
time measurements for each X-ray examination.
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Statistical analysis
	 The statistical significance of variations in ESD and 
CNR values was evaluated using either the one-way ANOVA 
test (at a 95% confidence level) or the Mann-Whitney 
U test, based on whether the variables were normally 
distributed, as verified by the Shapiro-Wilk test.

Results
	 The DR system tended to achieve optimal image 
quality with lower mAs values (radiation doses) than 
the CR system, as described in Tables 1 and 2. The hand, 
elbow, knee, and foot X-ray images were acquired using 
CR and DR systems with EI and DI values corresponding 
to three exposure techniques illustrated in Table 3. Both 
the 10 kVp rule and the 15% rule techniques resulted in 
increased doses to the image receptors, as indicated by 
the higher EI and DI values for these techniques compared 
to the ST. Meanwhile, the mean ESDs derived from 
different exposure techniques are shown in Figures 3 and 
4. In a comparison among the ST, the 10 kVp rule, and 
the 15% rule techniques, the ST yielded the highest ESD 
(0.046±0.002–0.39±0.008 mGy), with the ESD from the 10 
kVp rule (0.040±0.003–0.311±0.005 mGy) surpassing that 

from the 15% rule (0.036±0.002–0.276±0.005 mGy) in both 
systems. Compared to the ST, the mean of ESD reductions 
resulting from the application of the 10 kVp and 15% rules 
were found to be -15% (ranging from -6% to -27%) and -24% 
(ranging from -8% to -48%) for CR, and -18% (ranging from 
-10% to -23%) and -26% (ranging from -22% to -33%) for 
DR, respectively. Simultaneously, the EI and DI values were 
maintained within the optimal ranges prescribed by the 
CR and DR system manufacturers, as shown in Table 3. The 
calibration factors for the nanoDot™ ranged from 0.820 to 
0.915. The coefficient of variation (CV) associated with ESD 
measurements using the nanoDot™ system was observed 
to be within ±10% across all beam qualities employed in 
extremity imaging. Subsequently, a variation in the ESD 
was noted in foot oblique X-rays, despite applying identical 
exposure techniques for CR and DR systems. We found a 
significant difference in ESDs between the ST and the 10 
kVp rule techniques and between the ST and the 15% rule 
techniques for all extremity examinations in both CR and 
DR systems (p<0.05), except for AP and oblique foot X-ray 
using CR. However, there was no significant difference in 
ESDs between the 10 kVp rule and the 15% rule techniques.

Table 3. The exposure index (EI) and deviation index (DI) were obtained using the standard (ST), the 10 kVp 
rule, and the 15% rule techniques in computed radiography (CR) and digital radiography (DR) systems.

Body Parts/Projections 
Mean EI values for CR Mean DI values for DR

ST 15% rule 10 kVp rule ST 15% rule 10 kVp rule

Hand
PA 1922 1948 2012 0.5 0.8 1.2

PA Oblique 1999 2005 2050 0.3 0.4 1.0

Elbow
AP 1982 1983 1990 -0.1 -0.1 0.0

Lateral 2039 2044 2075 0.1 0.2 0.4

Knee
AP 1973 2012 2037 -0.4 -0.2 0.5

Lateral 2028 2076 2132 0.7 1.0 1.4

Foot
AP 1980 2012 2040 0.1 0.4 0.8

AP Oblique 1959 1997 2009 0.1 0.3 0.7
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Figure 3. The mean entrance skin dose was obtained using three different exposure techniques in computed radiography (CR).

Figure 4. The mean entrance skin dose was obtained using three different exposure techniques in digital radiography (DR).
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Figure 5. The mean contrast-to-noise ratio (CNR) was obtained using three different exposure techniques
in computed radiography (CR).

Figure 6. The mean contrast-to-noise ratio (CNR) was obtained using three different exposure techniques
in digital radiography (DR).
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Figure 7. The figure of merit (FOM) was obtained using three different exposure techniques in computed radiography (CR).

Figure 8. The figure of merit (FOM) was obtained using three different exposure techniques in digital radiography (DR).
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Figure 9. Pre-processed radiographic images of PA hand acquired using a: the standard (ST), b: the 15% rule, 
and c: the 10 kVp rule techniques.

	 The CNR values corresponding to three distinct 
exposure techniques are illustrated in Figure 5 for CR and 
Figure 6 for DR. Comparative analysis revealed that the 
CR system demonstrated superior CNR values relative to 
the DR system, indicating a consistent correlation with 
the ESD outcomes. Despite employing identical exposure 
techniques, observations showed that the DR system 
demonstrated superior CNR values in foot oblique X-ray 
imaging compared to the CR system. The ST achieved 
better CNR values than those observed by applying the 
10 kVp and 15% rules. Specifically, the 15% rule yielded 
higher CNR values than the 10 kVp rule. These findings 
were consistent across a ll CR and DR systems extremity 
examinations. Relative to the ST, the mean CNR reductions 
associated with applying the 10 kVp and 1 5% rules 
were -19% and -11% for CR, and -18% and -13% for DR, 
respectively. Despite the observed reductions in CNR, 
the critical metrics used to evaluate the optimization of 
radiation dose and image quality, including the EI and DI, 
remained within the established guidelines for CR and 
DR systems, as shown in Table 3. The FOM results are 
presented in Figure 7 for CR and Figure 8 for DR. The 15% 
rule technique demonstrated a superior FOM compared 
to other techniques, except PA hand and AP foot X-rays 
using CR and oblique foot X-rays using DR. The statistical 
tests reveal no significant difference in CNR between the 
15% rule and the 10 kVp rule techniques for all extremity 
examinations in both CR and DR systems. However, 
significant differences in CNR were observed between the 
ST and the 10 kVp rule techniques, as well as between the 
ST and the 15% rule techniques for PA hand (CR and DR), 
oblique hand (CR), AP foot (CR and DR), and oblique foot 
(DR), with p < 0.05. An example of radiographic images of 
PA hand acquired with automatic pre-processing by the DR 
system for the ST, the 10 kVp rule, and 15% rule is shown in 
Figure 9.

Discussion
	 This study assesses the impact of implementing the 10 

kVp and 15% rules as alternatives to the standard technique 
on the ESD and the resulting image quality in extremity 
radiography using CR and DR systems. Our findings reveal 
a notable reduction in ESD by approximately -25% when 
applying the 15% rule across all types of extremity imaging 
in both CR and DR systems. This is accompanied by a slight 
degradation in CNR by approximately -12.5% compared to 
the ST. Additionally, the FOM values suggest that the 15% 
rule provides superior optimal images. 
	 Optimizing radiation dose without sacrificing image 
quality is a critical consideration in radiographic practices. 
The radiation dose reduction by applying 10 kVp and 
15% rules in our study agrees with previous studies,10,13 
suggesting that higher kVp settings can reduce patient 
dose while maintaining acceptable image quality.9 Notably, 
while the 10 kVp rule also reduced dose, its impact on 
CNR was less favorable than the 15% rule. This difference 
emphasizes the importance of selecting appropriate 
exposure parameters for typical examinations that balance 
patient safety with diagnostic efficacy. The percentage of 
ESD reduction in knee X-rays using the 10 kVp rule was 
lower in this study (ranging from -16% to -27%) compared 
to the study by Wenman et al. (ranging from -32% to 
-34%).13 However, the ESD reduction in hand X-rays using 
the 10 kVp and 15% rules was higher in this study (ranging 
from -10% to -24%) compared to the study by Coffey et 
al. (ranging from -8% to -10%). These differences can be 
attributed to the variations in ESD values, X-ray imaging, 
and dose measurement systems.10

	 The kV is a critical parameter influencing image 
contrast, wherein techniques employing lower kVp settings 
enhance contrast through a heightened probability of 
photoelectric absorption and a reduced likelihood of 
Compton scattering. These observations align with our 
findings, wherein applying the 15% rule technique yielded 
images with superior CNR values compared to those 
derived using the 10 kVp rule.  Brindhaban et al. found 
reductions in CNR values of -4% and -22% for the Fuji FCR 
and the Kodak Direct View CR systems due to higher kVp 



T. Chusin et al.  Journal of Associated Medical Sciences 2024; 57(3): 166-176 175

settings when applying the 15% rule for lumbar spine 
imaging.11 This study used a low kVp range (50-60 kVp) 
for extremity X-ray imaging, which resulted in a higher 
kVp setting for the 10 kVp rule than for the 15% rule. 
Therefore, the results of CNR and ESD in this study may 
differ from those in exams employing a high kVp range, 
such as shoulder, abdomen, pelvis, and spine radiography, 
where the 15% rule would yield a higher kVp setting than 
the 10 kVp rule. For example, Coffey et al. study found that 
applying the 10 kVp rule (85kV, 2.5 mAs) instead of preset 
exposure technique (75kV, 5 mAs) for shoulder radiography 
resulted in lower ESD than the 15% rule (86kV, 2.5 mAs).10 
This leads to the need for more studies to determine 
whether the 10 kVp rule is superior in reducing ESD while 
maintaining the quality of diagnostic images compared to 
the 15% rule. 

Limitation
	 There are several limitations in this study. The 
ROI sizes varied according to the bone and soft tissue 
areas in each organ. This study primarily focused on the 
quantitative aspects of image quality. However, the most 
effective diagnosis should also consider qualitative factors 
such as the visual grading analysis (VGA) of clinically 
relevant anatomical structures. Our research focused on a 
phantom study, which may not fully capture the complexity 
of human anatomy and its impact on radiographic images. 
Future research could focus on applying these rules in a 
clinical setting, incorporating various anatomical areas and 
patient demographics to validate our findings.  

Conclusion 
	 Applying the 10 kVp and 15% rules in extremity 
radiographic imaging using CR and DR systems can reduce 
the ESD by an average of -16% and -25%, respectively. This 
reduction in ESD was accompanied by a modest decrease 
in CNR of -18% and -12%, indicating a slight compromise 
in image quality. However, the EI and DI remained within 
acceptable ranges. The FOM values were higher for the 
15% rule than for the ST and the 10 kVp rule. Therefore, 
the 15% rule is recommended for optimizing patient dose 
and image quality in extremity radiography.
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ARTICLE INFO ABSTRACT

Background: Spinal stabilization exercises, such as abdominal drawing maneuvers 
(ADIM) and abdominal bracing (AB), are crucial in alleviating low back pain, 
especially in functional positions such as sitting and standing. However, few studies 
have investigated the contraction patterns of the lateral abdominal muscles during 
ADIM and AB in these daily living positions (i.e., sitting and standing).

Objective: The study aimed to investigate the thickness of transverse abdominis 
(TrA), internal abdominal oblique (IO), and external abdominal oblique (EO) during 
ADIM and AB between sitting and standing positions.

Materials and methods: Twenty-four healthy adults (12 males, 12 females) without 
low back pain or other orthopedic conditions were assessed in sitting and standing 
positions while performing ADIM and AB.  Real-time ultrasound imaging was used 
to measure the thickness of the TrA, IO, and EO during the ADIM and AB.

Results: Muscle thickness of TrA and IO was significantly greater during ADIM 
when compared to AB (p<0.05). TrA thickness during AB was significantly greater 
in sitting than standing (p<0.05), but ADIM showed no difference in both positions. 
ADIM and AB can produce contraction of the lateral abdominal muscles (LAM) in 
both sitting and standing positions.

Conclusion: ADIM and AB can produce contraction of the LAM in both sitting and 
standing positions. However, ADIM can activate TrA and IO muscles better than 
AB. Therefore, clinicians may initially consider using ADIM to teach individuals who 
need core stability exercises such as low back pain.

Journal of Associated
Medical Sciences
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Introduction
	 Core stability exercises improve the stability of 
the lumbopelvic region.  Spinal stability is achieved 
through a synchronized system of active spinal muscles, 
passive spinal-column architecture, and neurological 
components.1,2 The active spinal muscles are otherwise 
called lateral abdominal muscles (LAM), which include 
transversus abdominis (TrA), internal oblique (IO), and 
external oblique (EO). The contraction of the LAM is 
primarily responsible for core stability during movements 
and weight-bearing tasks.3,4 The contraction of LAM is 
achieved through movements such as abdominal drawing-in 
maneuver (ADIM) and abdominal bracing (AB).5

	 The most common technique for strengthening 
deep muscles is ADIM.  It has been mentioned that ADIM 
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Participant Characteristics:
	 Twenty-four healthy participants (12 males and 
12 females) aged 18-45 years with a body mass index 
(BMI) of 18.5-24.9 kg/m2 were recruited for the study. 
The sample size was calculated based on the previous 
study in healthy subjects while performing ADIM and 
AB in various positions.  The G-power program, version 
3.1.9.7, was used for sample size calculation, with an 
effect size for LAM thickness of 0.25, a power level set 
at 0.80, and a p-value of 0.05.14 The study details were 
advertised in the communities around the university and 
inside the university campus using a recruitment poster. 
The participants were selected using a pre-determined 
study selection criterion. The participants were included 
in the study if they were healthy, 18-45 years old, with 
BMI within normal (18.5-24.9 kg/m2), and had no form 
of deformity. The participants were excluded if they had 
a history of low back pain (acute or chronic), any types of 
orthopedic problems, any history of medication for pain, 
and those who did not attend the familiarization session 
for ADIM and AB.

Study Instrument
	 Real-time ultrasonography was used to investigate 
the contraction of the LAM by measuring the muscle 
thickness of the TrA, IO, and EO.  A diagnostic ultrasound 
device (Canon, model Xario – 100, linear head transducer, 
multifrequency 5-12 MHz) with B-mode was used to 
measure the lateral abdominal muscle thickness. The 
ultrasonographic images were captured and analyzed 
using the Image J program (version 1.36b, http://rsb.info.
nih. gov/ij/).  A reliability assessment (intra-rater and inter-
rater) of the technique and procedure was conducted 
before the main study.  A total of ten participants (5 
males and 5 females) who matched the inclusion criteria 
participated in the reliability procedure. Ultrasonographic 
images were captured, and the reliability value was 
calculated before the main data collection.  

Procedure
	 The procedure for the ultrasound imaging to 
measure the thickness of the TrA, IO, and EO was 
followed as per the previously established protocols.15  

All measurements were taken on the same day. All the 
participants completed a familiarization session the 
same day before testing the thickness of TrA, IO, and EO. 
The main reason for familiarization was to ensure the 
participants correctly conversed with the exercises.  For 
ADIM, participants were asked to pull their abdomen tight 
and navel towards the spine as hard as they could, holding 
for 10 seconds while controlling the neutral position of the 
lumbopelvic region.14 To perform the AB, the participants 
were asked to tighten their abdominal muscles, exerting 
as much force as they could (i.e., inflating the abdominal 
cavity), holding for 10 seconds while also controlling the 
neutral position of the lumbopelvic region.14 A pressure 
biofeedback unit was used to provide biofeedback (a 
belt was wrapped around the participant’s abdomen 
just above the anterior superior iliac spine (ASIS), and 

potentially activates TrA while minimally contracting the 
IO and EO muscles.6 ADIM also raises abdominal pressure 
by drawing the abdominal walls inward so that the TrA 
and oblique muscles are contracted, through which 
trunk stability is accomplished effectively. Similarly, AB 
is an action that improves trunk stability by tightening 
the abdominal muscles simultaneously (i.e., inflating the 
abdominal cavity). The AB has also been shown to increase 
intra-abdominal pressure, which is essential for trunk 
stability.7 Thus, both the ADIM and AB are used to teach 
core stability exercises for patients with low back pain and 
are sometimes used as an exercise regime in some sports 
training such as weightlifting.8,9

	 Sitting and standing are common functional positions 
involving routine activities of daily living.10  Prolonged 
sitting and improper standing positions are significant risk 
factors for LBP. Maintaining a neutral lordotic posture in 
the lumbar spine while sitting and standing is frequently 
recommended for reducing the load on the disc and spine.10 
Most individuals spend approximately 55% of their working 
hours in these sedentary postures, which can cause spine 
instability. In addition, in clinical practice, exercises to 
contract LAM are first taught in basic functional positions, 
such as sitting and standing, and eventually progressed to 
other positions, such as bridge position, when the patient 
has achieved sufficient spinal stability.  Past studies show 
various positions such as supine lying, hook lying, supine 
with 90° flexed knee and hip, supine with stretched knees 
and 90° flexed hips, side plank, plank, bridge position, and 
bridge with one stretched knee position used to investigate 
the contraction of the LAM during the ADIM and AB.11-13 
Evidence shows that the bridge position has the highest 
activation of the TrA.13. Therefore, it is imperative that the 
contraction of LAM during the ADIM and AB needs to be 
studied in the primary functional positions such as sitting 
and standing. 
	 Currently, there is a paucity of studies that have 
investigated the contraction of LAM during the ADIM and 
AB between the sitting and standing positions.  
	 Therefore, the study’s main aim was to investigate 
the contraction of LAM in sitting and standing positions 
during ADIM and AB among healthy adults to avoid pain 
interference.  The study findings provide knowledge 
for clinicians to choose the appropriate position and 
movement (ADIM versus AB) for teaching LAM exercises 
to improve core stability.   

Materials and methods
Study characteristics
	 This is a cross-sectional quantitative study conducted 
in a public university’s radiological laboratory in a teaching 
hospital between December 2022 and 2023.  The study 
procedure was explained to the participants using the 
participation information sheet. The study participants 
gave informed written consent before they participated 
in the study. Ethical approval was obtained from an 
institutional ethics committee before the study (Reference 
number - AMSEC-64EX-073).  
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a pressure biofeedback unit was placed by the side of 
the belt and inflated to 40 mmHg. During ADIM, it was 
deflated to 30 mmHg, while for AB, it was inflated to 50 
mmHg). This is to ensure that the participants understand 
and correctly contract the LAM.16  The procedures were 
carried out in both the sitting and standing positions. 
To standardize the exercise, participants were in neutral 
positions while standing and sitting on a chair without 
back support; one bar was placed at the xiphoid process, 
and another was placed at the posterior superior iliac 
spine (PSIS) to avoid bending/stooping. The ultrasound 
transducer head was placed halfway between the lower 
end of the rib cage and the upper border of the iliac crest 
in the anterior mid-auxiliary line, where the thickness 
part of the TrA, IO, and EO muscles were measured.14,16 All 
measurements were taken on the right side of the body 
in sitting (a seat with no backrest) and standing positions; 
there was a resting phase of 30 seconds between each 
repetition and 60 seconds between each position. So, 
each position was entirely scanned within 5 minutes.  The 
contraction of the TrA, IO, and EO was measured three 
times at the thickest portion of the muscle as visualized 
in the image (an average value of 3 measures was used 
for further analysis). The order of tests and measurements 
was randomized. The measurements were obtained at 
rest and while performing ADIM and AB exercises with a 
resting phase of 5 seconds between each repetition and 60 
seconds between each position during the procedure. All 
ultrasound imaging was taken, and muscle thickness was 
measured by the same person (a qualified physiotherapist 
trained in real-time ultrasonography). 

Statistical analysis
	 The sample size was calculated using G-power, 
version 3.1.9.7, with an effect size of 0.25, a power level 
of 0.80, and a p-value of 0.05.14 The result showed that 24 
participants were required.  SPSS version 26.0 was used to 
analyze the data. The intra-rater and inter-rater reliability 
of muscle thickness measuring was evaluated using the 
Intra-class Correlation Coefficient (ICC). ICC value greater 
than 0.75 was considered high reliability (Table 1).  The 
normality of the data was examined using the Shapiro-Wilk 
test. Since the data was not a normal distribution, a non-
parametric statistic (Wilcoxon Signed-Ranks test) was used 
to compare the differences in muscle thickness at rest and 
during the exercises (i.e., ADIM and AB) in both sitting and 
standing positions. The level of statistical significance was 
set at p<0.05.  

Results
	 A total of 24 healthy participants (12 males and 
12 females) with a mean age of 27.58±6.70 years; 
height, 163.92±8.30 cm; weight, 55.18±7.73 kg; and 
BMI, 20.44±1.28 kg/m2 participated in the study. The 
results showed that the real-time ultrasonography of the 
contraction of the LAM had high reliability.  Table 1 shows 
the results of the intra-rater and inter-rater reliability of 
the real-time ultrasound imaging of the lateral abdominal 
thickness during ADIM and AB in both standing and sitting 
positions.  

Table 1. Intra and inter-rater reliability for lateral abdominal muscle thickness during rest, ADIM, and AB.
Intra rater reliability Intraclass correlation coefficients (ICC3,3)
Position TrA IO EO

Rest 0.84 0.95 0.80
Standing ADIM 0.79 0.92 0.88

AB 0.85 0.95 0.85
Rest 0.95 0.85 0.94

Sitting ADIM 0.85 0.91 0.92
AB 0.84 0.86 0.93

Inter rater reliability Intraclass correlation coefficients (ICC2,3)
Position TrA IO EO

Rest 0.83 0.95 0.79
Standing ADIM 0.81 0.98 0.84

AB 0.85 0.95 0.82
Rest 0.93 0.91 0.91

Sitting ADIM 0.80 0.98 0.82
AB 0.83 0.89 0.78

Note: TrA: transverse abdominis, IO: internal abdominal oblique, EO: external abdominal oblique, ADIM: abdominal 
drawing-in maneuver, AB: abdominal bracing.



A. T. Mohammed et al.  Journal of Associated Medical Sciences 2024; 57(3): 177-183180

	 The thickness of the TrA and IO were significantly 
higher during ADIM than those of the rest and AB in both 
positions. In the sitting position, the thickness of the 
TrA and IO was significantly higher during the AB when 
compared to the thickness at rest, and the EO was found 
to be significantly higher at rest than ADIM in the sitting 

position (Table 2). Additionally, the thickness of the IO 
muscle was markedly higher during AB than at rest in a 
standing position (Table 3). However, when compared 
between the sitting and standing positions, the TrA muscle 
thickness was significantly higher during AB in the sitting 
position than the standing position (Table 4). 

Table 2. Comparison of lateral abdominal muscle thickness during rest, ADIM, and AB in sitting position.

Muscle thickness (mm)
Sitting

Rest ADIM AB
TrA 34.24±13.60 53.52±17.93*† 44.77±15.66#

IO 78.04±26.50 102.33±36.50*† 96.41±41.74#

EO 70.09±16.98 65.08±15.03* 65.63±17.88
Note: TrA: transverse abdominis, IO: internal abdominal oblique, EO: external abdominal oblique, ADIM: abdominal drawing-in 
maneuver, AB: abdominal bracing, *muscle thickness between ADIM and rest (p<0.05), #: muscle thickness between AB and 
rest (p<0.05), †comparison for muscle thickness between ADIM and AB using Wilcoxon signed rank test (p<0.05).

Table 3. Comparison of lateral abdominal muscle thickness during rest, ADIM, and AB in standing position.

Muscle thickness (mm)
Standing

Rest ADIM AB
TrA 30.60±9.03 45.77±11.26*† 34.41±11.12
IO 83.89±25.08 102.95±34.04*† 94.36±26.60#

EO 74.08±19.85 69.59±16.54 69.12±16.28
Note: TrA: transverse abdominis, IO: internal abdominal oblique, EO: external abdominal oblique, ADIM: abdominal drawing-in 
maneuver, AB: abdominal bracing, *muscle thickness between ADIM and rest (p<0.05), #muscle thickness between AB and rest 
(p<0.05), †comparison for muscle thickness between ADIM and AB using Wilcoxon signed rank test (p<0.05).

Table 4. Lateral abdominal muscle thickness during ADIM and AB between standing and sitting positions.

Exercise
Sitting (mm) Standing (mm)

p value
Mean SD Mean diff. Mean±SD Mean diff.

TrA

Rest 34.23±13.60 30.60±9.03

ADIM 53.52±17.93 19.28±15.65 45.77±11.26 15.18±11.22 0.414
AB 44.78±15.66 10.54±18.72 34.41±11.12 3.82±10.78 0.004*

IO

Rest 78.00±26.50 83.89±25.08

ADIM 102.33±36.50 24.33±24.03 102.95±34.04 19.06±19.05 0.102
AB 96.41±41.74 18.41±30.37 94.36±26.60 10.48±17.96 0.683

EO

Rest 70.09±16.98 74.08±19.85

ADIM 65.08±15.03 5.01±10.71 69.59±16.54 4.49±14.32 0.221
AB 65.63±17.88 4.46±10.83 69.12±16.28 4.96±12.62 0.683

TrA: transverse abdominis, IO: internal abdominal oblique, EO: external abdominal oblique, ADIM: abdominal drawing-in 
maneuver, AB: abdominal bracing, Mean diff: mean difference between exercises and rest, *comparison between sitting and 
standing positions using Wilcoxon signed rank test (p<0.05).
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Discussion
	 This study aimed to investigate the lateral abdominal 
muscle thickness during ADIM and AB in sitting and 
standing positions. TrA and IO muscle thickness increased 
statistically during ADIM than AB and at rest in both 
positions. It was found that TrA and IO thickness increased 
statistically, and the thickness of the muscles was still 
less during AB than ADIM exercise, which may be due to 
the nature of the muscles during AB because of the co-
contraction of the muscles, it did not directly focus on the 
contraction of any one muscle. TrA muscle thickness during 
ADIM exercise was statistically greater than AB, similar to a 
study by Madokoro et al.,14 which reported that TrA and IO 
thickness increased significantly during ADIM. The result 
was consistent with other studies.17,18 Based on the main 
anatomical function of the TrA muscle, the TrA muscle 
is responsible for pulling the navel towards the spine19,20 

and in addition, during ADIM, the TrA and IO muscles (i.e., 
deep core muscles) work together, which is associated 
with increased spinal stability.21 Computed tomography 
(CT) was used to evaluate ADIM and AB exercises, and 
it was discovered that ADIM increased TrA activity more 
while AB enhanced rectus abdominis, IO, and EO.22 In 
the sitting position, the thickness of the TrA and IO was 
significantly higher during the AB when compared to the 
thickness at rest, and the thickness of the IO muscle was 
significantly higher during AB than at rest in the standing 
position. It has been noted in earlier research that IO can 
be activated during AB. Nonetheless, it has been noted 
that the IO muscle is crucial for performing abdominal 
bracing exercises; it was found to have higher activation 
than the rectus abdominis, EO, and erector spine.23 The 
EO muscle thickness was significantly increased at rest 
than during ADIM in the sitting position, it could be due to 
the state of the body when resting or not when exercising 
muscular contractions. All muscles will be tense (muscle 
tone) at a certain level to perform control posture to 
resist gravity and help respond to forceful movements.24 
Furthermore, increasing IO muscle activity may cause 
muscular thickness to suppress or overlap the EO muscle, 
making it appear smaller.17 Therefore, the EO muscle 
thickness may decrease during ADIM and AB compared 
to rest. Comparison of TrA, IO, and EO between sitting 
and standing during ADIM and AB shows that TrA muscle 
thickness significantly increased during AB in the sitting 
position than in the standing position. On the contrary, 
Madokoro et al.14 discovered the EO was significantly 
thicker during AB in the sitting position using real-time 
ultrasound imaging. Variance from the results may be 
due to the sitting posture of the participants during the 
measurements; in this study, the participants sat on a seat 
without a backrest. Further studies are recommended to 
confirm the assumptions.
	 Real-time ultrasonography is one of the techniques 
used to measure lateral abdominal muscle activity.25-27 The 
radiological procedure used in the current study to measure 
the thickness of the LAM using real-time ultrasonography 
would be helpful in clinical practice to identify core muscle 
contraction among low back patients in future studies. 

The procedure for ultrasonography in the current study 
was tested for reliability before the data collection of the 
LAM thickness. The procedure’s reliability showed that the 
technique was highly reliable (Table 1). The study protocol 
was followed as per a previously established protocol, 
which could have contributed to its high reliability. Also, 
the researcher in the current study received additional 
training on using real-time ultrasonography from an 
expert. Eventually, intra- and inter-rater reliability was 
established to measure the accuracy of the LAM thickness. 
While the procedure might require some prior training, 
once an individual has trained, applying the procedure in 
clinical practice would be effective and more accessible. 
Thus, real-time ultrasonography imaging might be used 
to evaluate core muscle activity compared to other 
procedures, such as electromyography, as the procedure 
is reliable and useful to clinical practice.28    

Practice Implications
	 The current study has several practice implications 
for clinical practice. The study findings provide additional 
knowledge and understanding of the LAM muscle activity 
during the ADIM and AB. ADIM produced a noticeable 
contraction of the IO and TrA, the key muscles that 
contribute to the stability of the lumbopelvic region. 
Secondly, clinicians may consider teaching core stability 
exercises to the patients using ADIM as increased muscle 
thickness of LAM was observed during the ADIM. Thirdly, 
the core stability exercises can be best taught in a sitting 
position instead of a less-stable standing position. Also, 
it is clinically possible to monitor and assess the muscle 
thickness of LAM using real-time ultrasonography; hence, 
the procedure and the methods described in this study 
apply to diagnostic imaging and rehabilitation of low back 
pain.   Again, the body mass index should be kept in the 
normal range to facilitate the visibility of LAM muscles.  
Finally, the EO muscle was also found to change the sitting 
position significantly. This is a new finding apart from 
previous studies. This may result from the alignment of 
the EO muscle, which was pulled by TrA contraction, as 
well as the compression by IO and gastric contents. Further 
studies are recommended to confirm the assumption.  

Limitation 
	 Nevertheless, the above recommendations might 
be taken to practice with caution as there are few study 
limitations.  For example, the study population involved 
healthy participants; hence, the transferability of the 
study findings to the low-back pain population needs to 
be interpreted with caution. Future studies are warranted 
to investigate the activation of LAM during ADIM and 
AB between sitting and standing positions among 
individuals with low back pain. The procedure of real-time 
ultrasonography to measure the muscle thickness of LAM 
needs some practice and time. However, the procedure is 
highly reliable in clinical practice, as demonstrated by the 
reliable findings of this study.  Another point of limitation 
that should be considered for clinical application was that 
both types of exercise (ADIM, AB) were tested in this study 
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for  a  few  repetitions  in  a  short  period  (not  a  prolonged
training  exercise  program),  so  muscle  fatigue  was  not
evidenced.  It  was  limited  information  to  suggest  of  the
appropriate intensity, frequency, and duration of training.
Further research is recommended on this notion.

Conclusion
  The study concludes that both ADIM and AB produced
contraction of the lateral abdominal muscles in sitting and
standing  positions.  However,  ADIM  can  activate  TrA  and
IO muscles better than AB. Therefore, in clinical practice,
ADIM has the potential to be used to teach core stability
exercises.
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ABSTRACT

The COVID-19 pandemic has posed significant challenges to healthcare systems 
worldwide, impacting patients during the disease’s acute and post-acute phases. 
Telerehabilitation has emerged as a promising approach to address the rehabilitation 
needs of individuals recovering from COVID-19. This comprehensive review examines 
the effectiveness and feasibility of telerehabilitation strategies for managing post-
acute COVID-19 symptoms and promoting recovery. Through a systematic review 
and meta-analysis, various studies have demonstrated the potential benefits of 
telerehabilitation interventions in improving functional capacity, exercise perception, 
and quality of life among post-COVID-19 patients. Telerehabilitation programs have 
been successfully implemented across primary care settings, offering supervised 
home-based exercise training that targets physical and respiratory functions. 

Moreover, innovative tools such as mobile applications have been employed 
to enhance patient engagement and track progress. While the evidence indicates 
positive outcomes, there is a need for further investigation to explore the effects 
of telerehabilitation on additional variables such as cardiopulmonary function, anxiety, 
depression, and long-term outcomes. Despite limitations, telerehabilitation has 
shown promise in addressing the persistent symptoms and complications associated 
with post-acute COVID-19 syndrome. The integration of telerehabilitation into clinical 
care frameworks has the potential to improve patient access, engagement, and 
overall recovery during the ongoing pandemic and beyond. Continued research 
and development are essential to optimize telerehabilitation strategies for long-term 
COVID-19 management.
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Introduction
The COVID-19 pandemic, caused by the severe acute 

respiratory syndrome coronavirus 2 (SARS-CoV-2), has had 
profound global implications since its emergence in late 
2019.1 This unprecedented public health crisis has resulted 
in significant morbidity and mortality, overwhelming 
healthcare systems, and precipitating a myriad of physical 
and psychological challenges for individuals and societies 
worldwide. One of the understudied yet crucial aspects 
of the pandemic’s impact is its long-term consequences 
on individuals who have recovered from the acute phase 
of the disease, commonly referred to as post-COVID-19 
patients.2

The COVID-19 pandemic has led to a surge in the 
number of post-COVID-19 patients, individuals who 
have recovered from the acute phase of the disease but 
continue to experience a range of persistent physical and 
psychological symptoms.2,3 These symptoms can encompass 
a wide spectrum, including but not limited to dyspnea, 
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fatigue, musculoskeletal pain, cognitive impairment, and 
mood disturbances.3,4 For many post-COVID-19 patients, 
these symptoms pose significant challenges to their daily 
lives, hindering their ability to return to work, engage in 
physical activities, and enjoy a good quality of life.3,5 The 
rationale for adopting telerehabilitation as a solution to 
address the diverse physical and psychological challenges 
faced by post-COVID-19 patients stems from several key 
considerations. First, the COVID-19 pandemic has strained 
healthcare systems, limiting many individuals’ access to 
in-person rehabilitation services. Second, the persistent 
nature of post-COVID-19 symptoms necessitates ongoing 
rehabilitation and support. Third, minimizing the risk of 
virus transmission has underscored the importance of 
remote healthcare delivery.1,6 Telerehabilitation, which 
involves using technology to provide rehabilitation services at 
a distance, offers a promising solution to these challenges.
	 The importance of addressing the diverse physical 
and psychological challenges faced by post-COVID-19 
patients cannot be overstated. Post-COVID-19 syndrome, 
often referred to as Long COVID, has emerged as a 
complex and multifaceted condition that requires a 
multidisciplinary approach to rehabilitation and care.3,4 
Many post-COVID-19 patients experience limitations in 
their physical functioning, including reduced exercise 
capacity and muscle weakness.7,8 Psychological challenges, 
such as anxiety and depression, are also prevalent among 
this population.7,9 Therefore, a comprehensive and 
patient-centered approach to rehabilitation is essential 
to address the unique needs of post-COVID-19 patients 
and promote their recovery and well-being. In summary, 
the COVID-19 pandemic has had a profound impact 
on individuals who have recovered from the acute 
phase of the disease, resulting in a growing population 
of post-COVID-19 patients with diverse physical and 
psychological challenges. Telerehabilitation has emerged 
as a promising solution to provide ongoing care and 
support to these individuals. This essay will explore the 
role of telerehabilitation in addressing motor symptoms 
in COVID-19 patients. To identify relevant articles, 
a systematic search was conducted across multiple 
databases, including PubMed, Scopus, and Google Scholar, 
using keywords such as “telerehabilitation,” “COVID-19,” 
and “post-COVID syndrome.” A total of 33 articles 
were initially identified. The selection criteria included 
articles published between 2021 and 2023, focusing on 
telerehabilitation interventions for COVID-19 patients 
with motor symptoms. After screening titles and abstracts, 
duplicates were removed, resulting in a final selection 
of 24 articles for inclusion in this review. These articles 
encompassed various study designs, including systematic 
reviews, randomized controlled trials, narrative reviews, 
and pilot studies, providing a comprehensive overview 
of the effectiveness and feasibility of telerehabilitation in 
this population. Additionally, the references of selected 
articles were manually searched to identify any additional 
relevant studies for inclusion.

Telerehabilitation modalities and approaches
	 Telerehabilitation has emerged as a pivotal 
component in the continuum of care, especially in the 
context of the COVID-19 pandemic. Various studies have 
highlighted the efficacy and feasibility of telerehabilitation 
modalities in addressing the diverse needs of patients 
post-COVID-19. For instance, a telerehabilitation program 
focusing on respiratory exercises improved outcomes for 
COVID-19 patients in the acute phase, demonstrating 
significant improvements in dyspnea, physical 
performance, and quality of life.10 Similarly, tele-exercise 
interventions have been shown to enhance physical 
activity, functional capacity, and quality of life in patients 
recovering from COVID-19 and those with chronic diseases 
such as breast cancer.9,11 Implementation frameworks 
like the A3E framework have facilitated the widespread 
adoption of telerehabilitation practices, allowing for 
increased accessibility and engagement in rehabilitation 
services during and beyond the pandemic.12 Furthermore, 
telerehabilitation has been identified as a viable option 
for addressing persistent post-COVID-19 symptoms, 
with evidence suggesting its effectiveness in improving 
physical function and reducing dyspnea in affected 
individuals.13 These examples underscore the versatility 
and effectiveness of telerehabilitation in catering to 
the rehabilitation needs of diverse patient populations 
affected by COVID-19.
	 Moreover, telerehabilitation has been recognized 
as a valuable tool for addressing the long-term sequelae 
of COVID-19, commonly referred to as Long-term 
COVID-19. Studies have demonstrated the effectiveness 
of telerehabilitation interventions in improving physical 
performance, dyspnea, and overall quality of life in 
Long COVID patients.4,14 Additionally, telerehabilitation 
programs utilizing innovative technologies such as virtual 
reality games have shown promise in enhancing the 
physical and mental aspects of rehabilitation for post-
COVID-19 syndrome.3 These findings underscore the 
potential of telerehabilitation to alleviate the symptoms of 
Long COVID and improve the overall well-being of affected 
individuals.
	 Furthermore, integrating telecommunication technologies 
and remote monitoring systems has facilitated the delivery 
of comprehensive telerehabilitation programs tailored to 
individual patient needs.7 Meta-analyses have indicated the 
effectiveness and safety of telerehabilitation in improving 
outcomes such as dyspnea, muscle strength, ambulation 
capacity, and depression in patients with COVID-197. The 
scalability and accessibility of telerehabilitation make it 
a valuable adjunct to traditional rehabilitation services, 
especially in the context of global health crises like the 
COVID-19 pandemic. As telerehabilitation continues to 
evolve, ongoing research and technological advancements 
are poised to enhance its effectiveness further and reach, 
ultimately improving the delivery of rehabilitation services 
to patients worldwide.15
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Clinical outcomes and benefits 
	 The COVID-19 pandemic has brought unprecedented 
challenges to healthcare systems worldwide, with many 
individuals experiencing persistent pulmonary deficits after 
recovering from the acute phase of the disease. Pulmonary 
Rehabilitation (PR) has emerged as a vital component of 
post-acute COVID-19 management in response to these 
challenges. Given the need for physical therapy while 
minimizing direct contact between healthcare providers 
and patients, telemedicine-driven PR, also known as 
telerehabilitation, has become an effective alternative. 
This section delves into telerehabilitation’s clinical 
outcomes and benefits, focusing on various parameters, 
including the 6-minute walk distance (6MWD), muscle 
strength, dyspnea, and quality of life. It also explores 
statistically significant improvements achieved through 
telerehabilitation and investigates differences in outcomes 
based on the type and intensity of telerehabilitation 
interventions.
	 1. Clinical outcomes of tTelerehabilitation
	 •	6-mMinute walk distance (6MWD): The 6MWD is 

a crucial measure of physical capacity and functional 
ability in post-acute COVID-19 patients. Several 
studies have reported significant improvements in 
6MWD following telerehabilitation8.,16,17 One study 
showed an increase from 17.1 to 30.2 meters in 
6MWD.18 This improvement indicates enhanced 
exercise tolerance and functional capacity in  
telerehabilitation patients.

	 •	Muscle strength: Muscle strength is another critical 
parameter in post-acute COVID-19 patients, as 
muscle weakness is a common symptom. Studies  
have consistently demonstrated statistically  
significant improvements in muscle strength 
through telerehabilitation interventions, particularly 
in programs involving strength exercises.8,16

	 •	Dyspnea: Dyspnea, or shortness of breath, is a 
debilitating symptom experienced by many post-
acute COVID-19 patients. Telerehabilitation has proven 
effective in reducing dyspnea levels, as evidenced 
by improved parameters like the Borg scale and 
Multidimensional Dyspnoea-12 questionnaire 
scores.9,16

	 •	Quality of life: Quality of life is a multifaceted aspect 
of patient well-being. Telerehabilitation has  
consistently enhanced the quality of life in post-
acute COVID-19 patients. Improvements have been 
reported in scores from the Short Form Health  
Survey (SF-12), St. George’s Respiratory Questionnaire 
(SGRQ), and other relevant assessments.9,18,19

	 2. Statistical significance in telerehabilitation
			   Statistical significance is critical to assessing 

the efficacy of telerehabilitation in post-acute 
COVID-19 patients. Several studies have confirmed  
statistically significant improvements in the  
outcomes above.16,17,19 These findings underscore 
the clinical relevance of telerehabilitation to 
achieve meaningful improvements in patients’ 
health.

	 3. Type and intensity of telerehabilitation 
		  interventions
			   Telerehabilitation programs have shown  

remarkable diversity in their approaches. Some 
involve aerobic and resistance training, breathing 
exercises, functional activities, and muscle  
strengthening.18 Others have focused on specific 
exercises, such as strength exercises or breathing 
exercises.8,16 The variation in intervention types 
demonstrates flexibility in tailoring rehabilitation 
programs to individual patient needs. Furthermore, 
telerehabilitation programs have shown varying 
durations, ranging from 4 to 10 weeks. The choice 
of program duration and intensity may depend on 
the severity of the patient’s condition and their  
response to treatment.

	 Telerehabilitation has emerged as a practical and 
viable approach for improving clinical outcomes in 
post-acute COVID-19 patients. It consistently leads to 
statistically significant improvements in parameters such 
as 6MWD, muscle strength, dyspnea, and quality of life. 
The type and intensity of telerehabilitation interventions 
vary, offering flexibility in tailoring treatment to individual 
patient needs. Overall, telerehabilitation is promising to 
enhance the recovery and quality of life of post-acute 
COVID-19 patients, calling for further exploration of its 
long-term effects, cost-effectiveness, and best practices.

Comparison with conventional rehabilitation
	 In the wake of the COVID-19 pandemic, healthcare 
systems worldwide faced unprecedented challenges 
in delivering rehabilitation services to patients with 
post-acute COVID-19 symptoms. Traditional in-person 
rehabilitation programs were strained due to healthcare 
system stress, leading to the exploration of alternative 
approaches such as telerehabilitation. This section aims 
to compare telerehabilitation outcomes with conventional 
in-person rehabilitation, examine adherence rates and 
patient preferences for remote rehabilitation, and consider 
telerehabilitation programs’ potential cost-effectiveness 
and scalability.
	 1. Comparison of telerehabilitation outcomes with 

traditional in-person rehabilitation
			   Several studies have compared its outcomes with 

traditional in-person rehabilitation to evaluate the  
effectiveness of telerehabilitation. One systematic  
review found that telemedicine-driven PR  
significantly improved physical health, as measured 
by step test scores, 6-minute walk distance (6MWD), 
and quality of life.18 Additionally, some parameters of 
pulmonary function, such as the Modified Medical 
Research Council (mMRC) score, Short Physical  
Performance Battery (SPPB) score, and Maximum  
Voluntary Ventilation (MVV), also showed  
improvement in post-acute COVID-19 patients.16

			   Furthermore, telerehabilitation interventions  
have improved functional capacity, exercise  
perception, and various health parameters among 
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COVID-19 patients. The improvements include 
6MWD, 30-second sit-to-stand test (30STS), Borg 
Scale scores, and dyspnea.17 Similar findings 
were observed in other studies, indicating that  
telerehabilitation can enhance physical function, 
reduce dyspnea, and improve overall quality of life.21

	 2. Examination of adherence rates and patient 
		  preferences for remote rehabilitation
			   Adherence rates in telerehabilitation programs 

have been a subject of investigation. One study  
reported a high completion rate of telerehabilitation  
interventions, with the most common reason 
for withdrawal being lost to follow-up or  
uncooperativeness. The study demonstrated that  
telerehabilitation can be implemented with  
minimal adverse events and high patient  
engagement.17 Similarly, another trial found that 
telerehabilitation had a 90% adherence rate,  
indicating a strong patient commitment to remote 
rehabilitation programs.8

			   Patient preferences for telerehabilitation have 
also been explored. A qualitative study revealed 
that patients isolated due to COVID-19 infection 
highly appreciated telerehabilitation programs. 
Patients highlighted the importance of applying 
these programs in public health systems, indicating 
a positive reception of telerehabilitation as a viable 
alternative to traditional in-person care.22

	 3. Consideration of potential cost-effectiveness and 
scalability of telerehabilitation programs 

			   To assess the cost-effectiveness and scalability of 
telerehabilitation programs, comparing unit costs 
between telerehabilitation and traditional in-person 
rehabilitation services is crucial. Telerehabilitation 
has shown effectiveness in improving outcomes for 
post-acute COVID-19 patients, with high completion 
rates and minimal adverse events.17 Integrating 
telerehabilitation into existing healthcare systems 
can optimize resource utilization.1 Studies have 
indicated that telemedicine-driven pulmonary  
rehabilitation interventions can reduce direct costs 
compared to in-person rehabilitation. However, 
a detailed analysis of unit costs is essential to  
understand the economic implications fully. Further 
research should focus on conducting comprehensive 
economic evaluations to inform decision-making 
regarding telerehabilitation implementation.1,17

			   The comparison of telerehabilitation with 
traditional in-person rehabilitation reveals 
promising outcomes for telerehabilitation in the 
management of post-acute COVID-19 patients. 
Telerehabilitation has shown effectiveness in 
improving physical and mental health, quality 
of life, and pulmonary function. Moreover, high 
adherence rates and positive patient preferences 
indicate its acceptability and potential for 
scalability. Considering the cost-effectiveness 
and increasing demand for remote healthcare 
solutions, telerehabilitation emerges as a valuable 

approach to rehabilitation, especially in managing 
post-acute COVID-19 symptoms. Further research 
and exploration are warranted to optimize 
and effectively integrate telerehabilitation into 
healthcare systems.

Challenges and considerations 
	 The acute phase of COVID-19 often leaves 
patients with persistent pulmonary deficits, making 
PR a recommended part of post-acute management. 
Telerehabilitation, encompassing a range of remote 
interventions, has gained prominence in delivering PR to 
these patients. However, the effective implementation of 
telerehabilitation for diverse patient populations is fraught 
with challenges.
	 1.	 Challenges in implementing telerehabilitation
	 •	Technology access: One of the foremost challenges 

is ensuring that all patients, irrespective of their 
socioeconomic status or geographic location, have 
access to the necessary technology.17 This includes 
access to smartphones, computers, and a stable  
internet connection. Disparities in access may result 
in unequal healthcare delivery.

	 •	Patient engagement: Sustaining patient engage-
ment in a remote setting is another significant  
hurdle. Patients often require motivation to adhere 
to telerehabilitation programs, which may lack the 
direct supervision and social support of traditional 
in-person rehabilitation.21 The potential for patient 
fatigue and disinterest exacerbates this challenge.

	 •	Healthcare provider training: Healthcare providers 
must be proficient in delivering telerehabilitation 
services. This necessitates training in using telehealth 
platforms, understanding the nuances of remote 
patient assessment, and adapting to the virtual  
environment.12 Ensuring that providers are  
adequately prepared is crucial for the success of 
telerehabilitation programs.

	 •	Quality of care: Concerns linger about the quality of 
care provided through telerehabilitation. Clinicians 
may face limitations in their ability to perform 
physical assessments remotely, potentially leading to 
inaccurate diagnoses or treatment plans.7 Ensuring 
that telerehabilitation maintains a high standard of 
care is paramount.

	 2. Considerations in addressing challenges
	 •	Equitable access: To address technology access 

disparities, healthcare systems should invest 
in providing necessary devices and internet  
connectivity to underserved populations.15  
Additionally, strategies like mobile clinics or  
community centers equipped for telehealth can 
bridge the accessibility gap.16

	 •	Patient-centered approach: Patient engagement 
can be enhanced through a patient-centered  
approach that incorporates patient preferences 
and goals into telerehabilitation programs.  
Gamification, tele-supervision, and remote monitoring 
tools can maintain patient interest and motivation.20
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	 •	Provider training: Robust training programs for 
healthcare providers should be developed, covering  
the technical and interpersonal skills required 
for telerehabilitation. Continuous education and  
proficiency assessments can ensure providers are 
well-equipped.12

	 •	Quality assurance: To maintain the quality of care, 
telerehabilitation programs should incorporate 
standardized assessment tools and continuous 
quality monitoring.17 This can help identify and rectify 
potential inaccuracies in remote assessments.

	 Implementing telerehabilitation for diverse patient 
populations recovering from COVID-19 presents a 
promising avenue for improving post-acute care. However, 
it is not without its challenges. Ensuring equitable access, 
patient engagement, healthcare provider training, and 
high-quality care are vital considerations for successfully 
integrating telerehabilitation into healthcare systems. 
Tailored strategies that consider the unique needs of 
different patient populations are crucial for realizing the 
full potential of telerehabilitation in post-acute COVID-19 
management. These strategies must be informed by 
empirical evidence and a commitment to equitable healthcare 
delivery.

Safety and adverse events 
	 Telerehabilitation, a burgeoning facet of modern 
healthcare delivery, has garnered significant attention, 
particularly during the COVID-19 pandemic. As traditional 
healthcare systems faced unprecedented challenges 
in delivering rehabilitation services, telerehabilitation 
emerged as a promising alternative to bridge the gap 
between patients and essential care.22 Despite its growing 
popularity, the safety considerations associated with 
telerehabilitation remain paramount. Adverse events, 
though rare, present a critical aspect of patient care and 
must be thoroughly evaluated to ensure the efficacy and 
safety of telerehabilitation interventions.19 An adverse 
event, such as a musculoskeletal injury or worsening of 
existing symptoms, can occur during telerehabilitation 
sessions, highlighting the importance of meticulous 
risk assessment and mitigation strategies.16 Therefore, 
a comprehensive understanding of adverse event rates 
and safety protocols is imperative for healthcare 
practitioners and policymakers to optimize patient 
outcomes and minimize potential risks associated with 
telerehabilitation.17

	 1. Evaluation of adverse events
			   To assess the safety of telerehabilitation, it is 

essential to analyze adverse events associated with 
this mode of care delivery. The available evidence 
from systematic reviews and clinical studies offers 
valuable insights. For example, a systematic review 
that evaluated the effectiveness of telemedicine- 
driven PR in post-acute COVID-19 patients reported 
no adverse events during the telerehabilitation 
programs.23 Similarly, another study examining the 
short-term effects of a telerehabilitation program  

in confined COVID-19 patients in the acute phase 
found no adverse events.8 These findings provide  
initial reassurance regarding the safety of  
telerehabilitation in the context of COVID-19  
rehabilitation.

	 2. Comparison of adverse event rates
			   A critical aspect of assessing telerehabilitation 

safety is comparing adverse event rates between 
telerehabilitation and conventional rehabilitation. 
To date, the available evidence points towards 
the safety of telerehabilitation. In a randomized  
controlled trial meta-analysis, telerehabilitation 
was effective and safe for patients with COVID-19, 
with no severe adverse events reported.7 Furthermore, 
compared to traditional in-person care, patients 
treated using telerehabilitation had similar satisfaction 
levels with their treatment results, suggesting that 
telerehabilitation does not compromise patient 
safety or satisfaction.15

	 3. Strategies to ensure patient safety
			   While the evidence is promising, strategies 

to mitigate further risks associated with tele- 
rehabilitation are essential. These strategies should 
encompass various aspects of telerehabilitation,  
including technology, patient assessment, and care 
delivery.

	 •	Robust technology infrastructure: It is paramount 
to ensure a stable and secure technology platform 
for telerehabilitation. This includes reliable internet 
connectivity, secure data transmission, and user- 
friendly interfaces to minimize technical issues 
that could lead to adverse events.

	 •	Comprehensive patient assessment: Telerehabi- 
litation should start with a thorough assessment 
of the patient’s clinical condition and needs. This 
assessment should include the patient’s physical 
health, technological literacy, and access to necessary 
devices.

	 •	Patient education: Patients should receive  
comprehensive education about the telerehabilitation 
process, including clear instructions on performing 
exercises or using rehabilitation tools safely. This 
education can help prevent accidents or injuries 
during remote sessions.

	 •	Continuous monitoring: Implementing mechanisms 
for real-time monitoring of patients during tele- 
rehabilitation sessions can provide an added layer 
of safety. Monitoring can be achieved through video 
calls, wearable devices, or other remote monitoring 
tools.

	 •	Emergency protocols: Telerehabilitation providers 
should have clear protocols, including procedures 
for handling adverse events or medical emergencies 
during remote sessions.

	 Telerehabilitation has emerged as a valuable 
and safe mode of delivering rehabilitation services, 
particularly in the context of COVID-19 recovery. The 
evidence suggests that adverse events associated with 
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telerehabilitation are minimal, and patient satisfaction is 
comparable to conventional rehabilitation. However, to 
ensure patient safety, it is essential to maintain a robust 
technology infrastructure, conduct comprehensive patient 
assessments, provide patient education, enable continuous 
monitoring, and establish emergency protocols. As 
telerehabilitation continues to evolve, further research 
and ongoing evaluation of safety considerations will be 
crucial to optimize patient outcomes in the post-COVID-19 
era and beyond.

Future directions and implications
	 The COVID-19 pandemic has brought significant 
challenges to healthcare systems worldwide, not only in the 
acute management of the disease but also in addressing 
the long-term consequences experienced by survivors. 
A growing body of evidence suggests that a substantial 
proportion of post-COVID-19 patients, including those 
with long-term COVID-19, continue to suffer from various 
physical, psychological, and functional impairments even 
after the acute phase of the disease. In response to these 
challenges, telerehabilitation has emerged as a promising 
approach to providing ongoing care and support for post-
COVID-19 patients. This essay discusses the potential 
long-term effects of telerehabilitation on post-COVID-19 
patients, the role of telerehabilitation in managing long 
COVID, and provides recommendations for future research 
in this critical area.
	 1. Long-term effects of telerehabilitation
	 •	Physical health: Several studies have shown that 

telerehabilitation can significantly improve physical 
health among post-COVID-19 patients. For instance, 
telerehabilitation programs have been associated 
with enhanced exercise capacity, as demonstrated 
by improvements in the 6-minute walk distance 
(6MWD).16,17,21 Telerehabilitation has improved 
muscle strength, as evidenced by the 30-second 
sit-to-stand test (30STS) results.16,17 These findings 
are particularly important, as many post-COVID-19 
patients report persistent fatigue and exercise  
intolerance.20 Furthermore, telerehabilitation has 
demonstrated its effectiveness in improving lung  
function parameters such as the Modified  
Medical Research Council (mMRC) scale.16,17 This is 
particularly relevant given that many post-COVID-19 
patients experience respiratory symptoms.23  
Therefore, telerehabilitation may be crucial in 
mitigating the long-term pulmonary effects of 
COVID-19.

	 •	Mental health: Mental health is another crucial 
aspect of post-COVID-19 care, as many patients 
experience anxiety, depression, and psychological 
distress.20,24 Telerehabilitation has shown promise in 
addressing these mental health challenges. Studies 
have reported significant improvements in mental 
health outcomes, including reductions in anxiety 
and depression scores. 16,17,24 Enhanced mental 
well-being is vital for the overall quality of life of 
post-COVID-19 patients and may also contribute to 

better adherence to rehabilitation programs.
	 •	Quality of life: Improvements in the quality of life 

have been consistently observed in post-COVID-19 
patients who undergo telerehabilitation.16,17,24 
These improvements are reflected in various quality-  
of-life assessment tools, such as the Short Form-12  
(SF-12) and the St. George’s Respiratory Questionnaire 
(SGRQ). A better quality of life is not only a fundamental 
patient-centered outcome but also an indicator of 
the holistic impact of telerehabilitation on post-
COVID-19 recovery.

	 2.	Role of telerehabilitation in managing long-term 
COVID-19

			   Long COVID-19, characterized by persistent 
symptoms and functional limitations, presents a 
substantial challenge for healthcare providers.3,20 
Telerehabilitation holds promise in addressing the 
complex and diverse symptoms associated with 
long-term COVID-19. By providing tailored exercise 
programs, breathing exercises, and psychological 
support through remote platforms, telerehabilitation 
can offer continuous care for individuals experiencing  
lingering symptoms. The adaptability of tele- 
rehabilitation programs allows for personalized 
interventions based on the evolving needs of long 
COVID patients.

	 3.	Recommendations for future research
			   While the existing evidence highlights the  

benefits of telerehabilitation for post-COVID-19 
patients, further research is essential to enhance 
our understanding and optimize its use. To this 
end, several recommendations for future research 
are proposed.

	 •	Long-term follow-up studies: Conduct longitudinal  
studies to assess the sustained effects of tele- 
rehabilitation on post-COVID-19 patients, including 
those with long-term COVID-19. Such studies 
should track changes in physical health, mental 
health, and quality of life over an extended period.

	 •	Diversity and inclusivity: Ensure that future  
research includes diverse populations to account 
for variations in patient characteristics, such as 
age, comorbidities, and disease severity. This 
will help tailor telerehabilitation programs to the  
specific needs of different patient groups.

	 •	Cost-effectiveness analysis: Evaluate the cost- 
effectiveness of telerehabilitation compared to 
traditional in-person rehabilitation. This analysis 
is crucial for healthcare systems seeking efficient 
ways to provide care to a growing population of 
post-COVID-19 patients.

	 •	Optimal program design: Investigate telerehabi- 
litation programs’ optimal design and components 
for post-COVID-19 care. This includes determining 
the ideal duration, frequency, and content of remote 
rehabilitation sessions.

	 •	Telemonitoring: Explore integrating telemonitoring 
technologies to track patients’ progress and adjust 
interventions in real time. This can enhance the  
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effectiveness of telerehabilitation by enabling 
timely modifications to treatment plans.

	 •	Patient-centered outcomes: Emphasize patient- 
centered outcomes in research, including patient- 
reported symptoms, functional improvements, 
and satisfaction with telerehabilitation programs.

	 Telerehabilitation has emerged as a valuable tool 
in the comprehensive care of post-COVID-19 patients, 
offering improvements in physical, mental, and overall 
quality of life. Its potential in managing long COVID is 
particularly promising. However, continued research is 
necessary to refine telerehabilitation programs, ensure 
cost-effectiveness, and address the diverse needs of 
post-COVID-19 patients. As the healthcare landscape 
evolves, telerehabilitation stands as a vital component 
in the ongoing battle against the long-term effects of the 
COVID-19 pandemic.

Conclusion
	 In the wake of the global COVID-19 pandemic, 
telerehabilitation has emerged as a crucial tool in the 
management of post-acute COVID-19 patients. A systematic 
review of studies investigating telerehabilitation’s 
effectiveness has shed light on its remarkable potential. 
Telerehabilitation encompasses various interventions, 
including tele-supervised home-based exercise training, 
breathing exercises, and digital physiotherapy practice. 
These interventions have demonstrated significant 
improvements in various health parameters, including 
physical health, mental health, quality of life, and 
pulmonary function.
	 One key finding is that telerehabilitation significantly 
enhances physical health, as evidenced by improved 
parameters like the step test score, 6-minute walking 
distance, and muscle strength. Additionally, mental health 
benefits are notable, with reduced fatigue, dyspnea, 
and improved psychological well-being. Quality of life 
measurements, including the SF-12, SGRQ, and CAT scores, 
showed favorable outcomes after telerehabilitation. 
Moreover, pulmonary function, as assessed by parameters 
like mMRC, STST, and MVV, displayed positive changes.
	 The implications of these findings are significant. 
Telerehabilitation is a feasible and practical approach to 
enhance the recovery of post-acute COVID-19 patients. 
Its integration into routine post-COVID-19 care is strongly 
recommended. This recommendation is supported 
by the high completion rates and minimal adverse 
events associated with telerehabilitation interventions. 
Nonetheless, further research is needed to investigate its 
effects on cardiopulmonary function, cost-effectiveness, 
and its potential impact on variables like anxiety and 
depression.
	 In conclusion, telerehabilitation has demonstrated 
its potential to play a pivotal role in post-acute COVID-19 
care. The evidence suggests that it can improve physical 
and mental health, enhance quality of life, and contribute 
to patients’ recovery. As the world continues to grapple 
with the long-term effects of the COVID-19 pandemic, 

telerehabilitation stands out as a promising approach that 
merits further exploration and integration into standard 
care protocols.
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ABSTRACT

Background: Augmentative and alternative communication (AAC) is the approach 
that enhances communication competence in individuals with complex 
communication needs. With the advancement of technology, there are varieties 
of AAC applications with colored-graphic symbols and speech output, improving 
communication’s intelligibility compared to low-tech AAC systems. However, those 
AAC applications had some features that were not entirely suitable for Thai users, 
such as symbol appearance, speech intonation, etc. 

Objective: This study aimed to develop the first version of the Thai AAC application, 
A-Speak, based on Thai culture, lexicon, and intonation and remove other
constraints that other AAC applications had, such as variation in voice-output age
and gender. The proficiency of A-Speak regarding communication functions was
also examined.

Materials and methods: The participants comprised 15 individuals with cerebral  
palsy and complex communication needs. The participants were trained to use the 
A-Speak application, installed on a tablet, to communicate. The training procedures
consisted of 3 phases: Phase 1: Train to select icons; Phase 2: Shift to different
categories; and Phase 3: Use A-Speak to communicate. The researchers trained
the participants to achieve adequate operational skills (i.e., Phases 1 and 2) before
beginning Phase 3. In Phases 1 and 2, switches were employed to facilitate
participants with limited mobility to operate A-Speak by finger. The researchers
also taught the participants’ caregivers to continue training them at home.
The researchers collected the participants’ communication abilities regarding
communication functions in the recorded form. The data was reported into code
numbers according to communication proficiency.

Results: After receiving A-Speak training, all participants showed improvement in 
their communication abilities across a variety of communication functions. Participants  
showed significant progress in 10 out of 12 communication functions. The  
communication function in which participants exhibited the most improvement 
was explaining skills, whereas the communication function that showed the least 
development was storytelling skills.

Conclusion: A-Speak AAC application reduced the constraints that possibly influenced 
communication intelligibility in the Thai language. Nevertheless, A-Speak still had 
a few drawbacks that required to be corrected to increase the productivity of this 
program. The findings indicated that participants gained communication skills 
through A-Speak as a means of communication.
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Introduction
	 A communication disorder is an impairment that  
affects individuals’ speech and/or language comprehension 
and expression abilities.1 Without adequate communication 
skills, individuals cannot clearly understand others’ 
speech, respond appropriately in social situations, and/or 
adequately express their thoughts and feelings.2 Moreover, 
communication skill deficits affect their living and social 
skills, preventing them from succeeding.3,4 Nevertheless, 
the degree of these difficulties depends on the severity 
level of communication impairments. Individuals with 
profound communication impairments may have limited 
use and comprehension of speech due to concomitant 
impairments in intellectual, sensory, motor, and other 
areas, also known as complex communication needs. The 
severity might vary from being completely unable to speak 
to being able to speak with limited intelligibility. These might 
be the result of congenital disabilities (e.g., cerebral palsy, 
apraxia of speech, intellectual disabilities, etc.), acquired 
disabilities (e.g., acquired brain injuries, cerebrovascular 
accidents, laryngectomy, etc.), or neurological differences 
(e.g., autism, etc.).1 There are several approaches to help 
individuals improve their communication skills, including 
augmentative and alternative communication (AAC). 
	 The primary purpose of the AAC system is to help 
individuals with communication disorders promote their 
communicative competence and develop their language 
skills, including literacy skills.5-7 No research currently exists 
that reports AAC systems impede speech development; 
instead, multiple studies cite that these systems may even 
promote speech development.8-10 Furthermore, several 
studies reported that AAC reduces challenge behaviors 
due to the limitation of verbal communication6, 11,12 AAC 
are classified into two main systems: (1) Unaided systems 
that communicate primarily through physical movement 
and do not require additional tools (e.g., manual signs, 
face expression, gestures, etc.); and (2) Aided systems 
that communicate through additional tools. Aided 
systems include low-tech (e.g., writing, communication 
boards, letter board, etc.) and high-tech systems (e.g., 
speech-generating devices (SGDs), iPad-based speech 
output technologies, Android-based speech output 
technologies, etc.).1,13,14 High-tech systems offer features 
such as adjustable vocabulary, dynamic storage, and voice 
output which enhance the individuals’ communication 
intelligibility.15

	 Many studies reported that AAC systems with speech-
output technologies could improve the communication 
skills of people with communication difficulties.16-19 
Wansiya and Goldstein reported that most Thai speech-
language pathologists in the study preferred administering 
speech-output technologies to individuals with severe 
speech impairment or complex communication needs.20 
However, the available applications, such as SymboTalk, 
Leeloo, Funjai, and Cboard, do not entirely support the 
Thai language. Thai voice output in those applications 
presented inaccurately pronounced intonation, which 
would result in unclear messages. Besides, the voice 

synthesis offering for the application was limited to adult-
female voices, which might not be suitable for male and 
young users.  Wickenden indicated that speech-output 
options (e.g., age, gender appropriate, accent, etc.) play 
a role in individuals’ identity related to selfhood and 
the personhood of AAC users.21 Pullin and Hennig also 
demonstrated that voice should be age- and gender-
appropriate to the user to reduce confusion among 
communication partners due to the voice’s mismatch in 
terms of age and gender.22  
	 Therefore, this study aimed to develop an AAC 
application specifically for Thai individuals with complex 
and limited verbal communication needs. A-Speak or All-
Speak has been designed as an Android-based speech 
output technology compatible with external input devices 
such as switches, keyboards, eye-tracking, speakers, 
etc. Therefore, A-Speak would facilitate communication 
competence for individuals with multiple disabilities, 
especially those who have a limited range of physical 
movement. 

Materials and methods
Research design
	 This study employed quantitative descriptive 
research. The intervention consisted of three main phases. 
The first two phases involved operational skill training 
(e.g., selecting symbols and changing pages). The third 
phase focused on teaching communication skills through 
the A-Speak application. In the third phase, data collection 
regarding the changes in communication abilities was 
conducted three times on separate days. The data were 
gathered in recorded form. 

Materials
Recorded form	
	 The recorded form contained 2 main parts. The first 
part involved participants’ demographic information, 
including gender, age, education level, and diagnosis. The 
second part involved participants’ communication abilities 
using A-Speak application according to 12 different 
communication intentions. The data in the second part 
was collected in three separate days. The data was 
collected in the form of code (i.e., 0 = No communication; 
1 = One occasion; 2 = More than one occasion; and 3 = 
Communication on all occasions) and written in the 
recorded form developed explicitly for this study. Three 
speech-language pathologists who were not involved in 
this study were assigned to check the content validity of 
the recorded form. They were asked to rate the importance 
of each communication function that was required to be 
evaluated to determine whether the A-Speak application 
fulfilled general communication needs for the participants 
(i.e., -1 = completely irrelevant; 0 = fair; and 1 = very 
relevant). Only 12 out of 15 communication functions that 
the three speech-language pathologists had a consensus 
that the study should consider. The recorded form is 
depicted in Appendix A.
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A-Speak AAC application
	 The Thai National Electronics and Computer 
Technology Center (NECTEC) collaborated with researchers 
who were speech-language pathologists, disability 
specialists, and AAC professionals to create the AAC 
application, A-Speak. The application is currently available 
on the Android mobile operating system. A-Speak had two 
main modes: (a) Graphic-symbol board and (b) keyboard.

Graphic-symbol board 
	 This system displayed colored-graphic symbols with 
text identifying the meaning of the symbols in the form 
of grid displays. Those symbol icons were arranged in the 

form of a board in both schematic and taxonomic grid 
displays, as shown in Figure 1. The number of grids per 
page could be adjusted to 3x5, 5x7, 6x9, or 7x11, as shown 
in Figure 2. The screen display was divided into three 
main parts: (a) main symbolic icons (i.e., taxonomic grid 
displays), (b) vocabulary categories (semantic-syntactic 
grid displays), and (c) visual message feedback bar.
	 The new user might feel overwhelmed by initially 
learning to use A-Speak. To reduce this problem, A-Speak 
is programmed with the “vocabulary mask” feature. This 
feature allows speech-language pathologists to fade out 
the symbol icons, which the user does not presently 
require, from the main board.  

Figure 1. The taxonomic grid displays.
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Figure 2. The setting of grid display and voice output.

Number of grids

Age and gender-voice 
option

	 There were more than 1,422 symbolic icons and 23 
categories provided in A-Speak. Those symbol icons served 
as the vocabulary for basic communication functions (e.g., 
calling attention, protesting, requesting objects, etc.).23

	 The vocabulary was adapted from the Thai for 
Beginners book and Thai culture.24 The vocabulary words 
and phrases in this book are arranged according to 
several communication functions (e.g., asking, answering, 
introducing oneself, etc.) in many circumstances that fulfill 
young individuals’ and adults’ basic communication needs. 
Therefore, this book’s vocabulary words and phrases 
were selected to serve as the foundational concepts in 
A-Speak. According to the guidelines, the main page was 
recommended to consist of core vocabulary (i.e., words 
adaptable to a range of settings and can be utilized for 
several communication purposes) and fringe vocabulary 
(i.e., words unique to specific situations and settings).25,26 77 
symbol icons were displayed on the main page. These icons 
comprised nouns, pronouns, verbs, adverbs, adjectives, 
questions, and expressions. The icons associated with the 
same categories had the same background color and were 
positioned adjacent to one another; for instance, WH-
question terms (i.e., what, where, who, when, why, how 
much) were arranged together with the same background 
color (i.e., light green). The number of icons depended on 

the display grid size, which was evaluated and determined 
by speech-language pathologists. 
	 Female prisoners drew all symbol icons in A-Speak 
from the Information Technology Foundation under the 
Initiative of Her Royal Highness Princess Maha Chakri 
Sirindhorn. Every icon has a written text that represents its 
meaning attached. The written text could be set to appear 
either above or below the icon. Furthermore, the text and 
icons’ background color were adjustable to support the 
users with vision impairments (e.g., low visual acuities, 
narrow visual field, etc.). 
	 According to Beukelman and Fager, visual attention 
was influenced by user relevance to the age and gender 
of the graphic symbols.27 Therefore, A-Speak provided 
graphics symbols representing both male and female 
characters. The user can choose the gender of the symbol 
to symbolize his or her gender, as shown in Figure 2. The 
users were also able to add new categories and pictures. 

Keyboard mode
	 There were two alphabets: Thai and English. The 
Thai and English keyboards were arranged in a QWERTY 
platform, as shown in Figure 3. This mode also offered the 
writing mode, which the user might prefer. 
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Feedback
Activation feedback
	 In graphic-symbol board mode, the click sound would 
be produced as auditory activation feedback since the icon 
was selected. Likewise, the click sound would be created in 
keyboard mode when the letter was tapped. This auditory 
activation feedback could be muted as needed. 

Message feedback
	 Two types of message feedback were included 
in A-Speak (i.e., visual message feedback and auditory 
message feedback). The visual feedback messages would 
show the sequences of symbols as each symbol was 
selected in the screen display, as shown in Figure 4. In 
addition, the auditory message feedback (i.e., synthesized 
speech) would be produced word by word in the form 
of word echo. The user might select the voice gender of 
the synthetic speech output (i.e., male or female) based 
on his/her gender. The synthetic speech was recorded by 

Figure 3. Keyboard mode

the developer word by word. Consequently, there was 
no distortion of Thai voice tones in graphic-symbol board 
mode.
	 A-Speak operated with the external input devices 
(e.g., single switch, eye-tracking, etc.). In this study, a 
single switch was used in scanning mode with participants 
who lacked motor control and could not directly select the 
icons on the screen. The type of scanning pattern used 
in this study was group-item scanning with automatic 
scanning as a selection control technique. The cursor 
automatically ran from top to bottom rows (i.e., group 
selection) and left to right sides (i.e., icon selection). The 
first pressing the switch would choose the group, and then 
pressing the switch again would select the icon within that 
group. To create a phrase or sentence, the users repeated 
the selection process. For further information, including 
instruction video, about A-Speak, go to https://aspeak.kid-
bright.org
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Figure 4. Visual feedback messages.

Mechanical switches
	 Two switch models (Big Buddy and Specs) were used 
in this study. The Big Buddy Button from AbleNet (i.e., IT 
Outsourcing Company) had a 4.5-inch diameter and was 
wired to the apparatus (i.e., tablet). The Specs switch from 
Ablenet had a 1.375-inch diameter and was wired to the 
tablet. Both models provided activate feedback, including 
auditory click and tactile.

Tablet
	 For this project, A-Speak application was installed in 
Samsung Galaxy Tab A (2016) (SM-P585Y). 

Participants
	 Out of all individuals in Pakkret Home for Children 
with Disabilities, only 15 individuals between 11 and 24 
met the inclusion criteria and participated in this study. The 
inclusion criteria included: (a) Their primary language was 

Thai; (b) Their vision and hearing were normal; (c) They 
were considered to have complex communication needs; 
(d) They had never used hi-tech AAC; (e) Their receptive 
language development was equal to or above 4 years of 
age. Thai Speech and Language Assessment: Pediatric 
Standardized Test (0-4 years) was employed to evaluate 
participants ‘receptive language development, and (f) 
They could remain in a sitting position.28 The exclusion 
criteria included their speech and language development, 
which were within normal limits. Individuals who failed 
to attain the Phase 1 mastery level within two months 
would be withdrawn from the study. All participants had 
intellectual disabilities and cerebral palsy at different 
levels. Three of the fifteen participants had limited upper-
body movement. Therefore, those three participants 
required training to use a scanning mode as an operating 
technique. The participants’ demographic information is 
displayed in Table 1.
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Training Procedures
	 The training procedures consisted of three main 
phases: Phase 1: Train to select icons; Phase 2: Shift 
to different categories; and Phase 3: Use A-Speak to 
communicate. Two researchers were responsible for 
training throughout all phases, while one engineer was 
in charge of setting up the switch with the tablets for 
participants. The researchers visited the Pakkret Home 
for Children with Disabilities once a month to provide the 
intervention for participants and train their caregivers to 
operate A-Speak to be able to assist participants (e.g., 
configuring the display, adding new icons, modeling 
participants to communicate through A-Speak, interacting 
with participants by using A-Speak, etc.). After the training 
session, the caregivers were assigned to encourage 
participants to use A-Speak to communicate with 
caregivers in their daily routines. 
	 Phase 1: 12 individuals with precise finger control 
were taught to tab the tablet’s screen with their fingers 
to select the desired icons. On the other hand, three 
participants who had trouble using their fingers effectively 
were instructed to utilize the scanning mode via the single 
switch. The single switch was used to activate A-Speak, and 
the participants were trained to have sufficient capacity 
(i.e., the switch was activated accurately when the cursor 
stopped at the target item). The type of scanning pattern 
used was group-item scanning with automatic scanning 
as a selection control technique. The cursor automatically 
ran from top to bottom rows (i.e., group selection) and 
left to right sides (i.e., icon selection). The first press of 
the switch would choose the group, and then pressing 
the switch again would select the icon within that group. 
To create a phrase or sentence, the users repeated the 
selection process. The participants were assessed motor 
skills by a physiotherapist, who was working in Pakkret 
Home for Children with Disabilities, to select individual 
discrete-motor control. They each pressed the switch 
with different parts of their, including the right temple, 
right shoulder blade (i.e., scapula), and left elbow. Two 
used the Big Buddy Button, and another used the Specs 
Switch. The participants were required to master the skill 
before proceeding to Phase 2. Those who utilized a switch 
needed two training sessions and spent between 30 and 

40 minutes per session to be proficient at selecting icons. 
The participants who could use a finger to select the icons 
required one training session and spent between 15 and 
20 minutes each. 
	 Phase 2 involved training the participants to shift 
between different categories. The participants needed to 
switch between categories to generate a desired phrase 
or sentence. All participants were encouraged to answer 
questions or make requests in a word or sentence. Initially, 
the process was trained by navigating from the main 
page to a different category. Switching between multiple 
categories was taught afterward. The participants were 
supported in acquiring this capacity before moving to 
Phase 3. Like Phase 1, the participants acquire adequate 
proficiency in this skill before continuing to the next phase. 
The participants who used a switch required one training 
session and spent between 30 and 40 minutes per session 
to acquire adequate skills to switch between pages. Those 
who could use a finger to operate required one training 
session and spent between 10 and 15 minutes each. 
	 Phase 3 was about training participants to operate 
A-Speak independently and motivating them to use 
A-Speak as a communication tool in their daily. To 
encourage individuals to use A-Speak for communication, 
the researchers verbally asked different kinds of questions 
(e.g., open-ended questions, yes/no questions, etc.) and 
developed circumstances for participants to communicate 
through various communication functions (e.g., requesting 
objects, telling stories, imitating conversation, denying, 
expressing feeling, etc.) while they were engaged in 
activities. The complexity of questions varies depending 
on participants’ language proficiency, interests, and 
circumstances in a particular instant. As a result, the 
question lists that each participant received were unique. 
Participants who used switches and those who did not use 
a switch needed to attend three training sessions; each 
session lasted 60 minutes for participants and 60 minutes 
for caregivers. (a total of two hours per session). 

Data collection and analysis
	 According to Phase 3, the researchers created the 
circumstances to encourage participants to communicate 
12 communication functions, including requesting objects, 

Table 1. The demographic data of the participants. (N=15)
Characteristics N %
Gender
Male 5 33.33
Female 10 66.67
Age, Mean (SD) 17.4 (4.34)
Type of cerebral palsy
Spastic 13 86.67
Ataxic 2 13.33
Highest education level
Grade 10 2 13.33
Grade 11 3 20
Grade 12 10 66.67
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requesting actions, denying, answering yes/no questions, 
answering WH-questions, naming, asking questions, 
storytelling, explaining, telling emotions, greeting, and 
initiating conversation. 
	 Two researchers with more than 18 years of 
experience as speech-language pathologists administered 
the data collection process. To reduce bias, the researchers 
rotated the participants throughout three sessions. In two 
sessions (sessions 1 and 3), each researcher was assigned 
to conduct an intervention with the same participants as 
the primary therapist, and in just one session (session 2), 
with a different participant. Both researchers individually 
collected the participants’ performance in their record form 
during the intervention process without discussion. After 
every intervention session, the data in the researchers’ 
record form were discussed to verify the agreement of 
each participant’s outcomes. 
	 The data was collected based on observation and 
recorded in the form of code (e.g., 0, 1, 2, and 3) according 
to communication performance in three sessions. This 
study used descriptive statistical analysis reporting 
frequency (e.g., number, and percentage). The significance 
of mean differences between the three intervention 
sessions was examined using the Friedman and Wilcoxon 

tests. The mean differences of 13 different communication 
functions were analyzed independently.

Results
	 The Friedman test indicated that the mean differences 
between the three sessions were significant for 10 out of 
12 communication functions, including requesting objects 
(X2=10.129, p=0.006), requesting actions (X2=12.057, 
p=0.002), denying (X2=14.205, p=0.001), answering 
yes/no questions (X2=9.579, p=0.008), answering WH-
questions, naming (X2=18.865, p<0.001), asking (X2=8.4, 
p=0.015), explaining (X2=20.6, p < .001), telling emotions 
(X2=12.067, p=0.002), and greeting (X2= 13.231, p=0.001). 
The communication function of answering WH-questions 
was analyzed separately in two domains: (a) The questions 
did not require descriptive answers (i.e., what, where, 
when, and who questions; and (b) The questions required 
descriptive answers (i.e., why and how questions). Only 
WH-questions showed statistical significance, including 
what, where, when, and who questions (X2=8.588, 
p=0.014). Some communication functions consisted of 14 
participants since some did not wholly participate in three 
intervention sessions. Table 2 presents the overall data of 
statistical differences as determined by the Friedman test. 

Table 2. The Friedman test analyzed mean differences between the three intervention sessions and statistical significance.

Measurement                
Mean

N Chi-Square df p value
S1 S2 S3

Requesting objects 1.60 1.97 2.43 15 10.129 2 0.006

Requesting actions 1.46 2.04 2.50 14 12.057 2 0.002

Denying 1.32 2.25 2.43 14 14.205 2 0.001

Answering yes/no questions 1.68 1.96 2.36 14 9.579 2 0.008

Answering what, where, when, and who questions 1.71 1.96 2.32 14 8.588 2 0.014

Answering why and how questions 0.64 2.04 2.32 14 5.871 2 0.053

Naming 1.43 1.90 2.67 15 18.865 2 0.000

Asking 1.57 2.07 2.37 15 8.400 2 0.015

Storytelling 1.87 1.97 2.17 15 2.800 2 0.247

Explaining 1.40 1.87 2.73 15 20.600 2 0.000

Telling emotions 1.63 1.87 2.5 15 12.067 2 0.002

Greeting 1.6 1.93 2.47 15 13.231 2 0.001

Initiating conversation 1.68 2.07 2.25 14 5.360 2 0.069
Note: S1: session 1, S2: session 2, S3: session 3, *p<0.05.

	 Wilcoxon test was used as a post-hoc test. Requesting 
objects. The mean difference between Sessions 1 (M=1.6) 
and 3 (M=2.43) was significant, Z=2.549, p=0.011. 
Requesting actions. The mean differences demonstrated in 
both Session 1 (M=1.46) compared to Session 2 (M=2.04), 
Z=2.333, p=0.02, and Session 1 compared to Session 3 
(M=2.5), Z=2.724, p=0.006, were significant. Denying. 
There was statistical significance in the mean differences 
between Sessions 1 (M=1.32) and 2 (M=2.25), as well as 
in Sessions 1 and 3 (M=2.43), the statistical significance 
illustrated, Z=2.887, p=0.004, and Z=2.804, p=0.005, 
respectively. Answering yes/no questions. The mean 

differences between Sessions 2 (M=1.96) and 3 (M=2.36), 
Z=2.251, p=0.024, as well as between Sessions 1 (M=1.68) 
and 3, Z=2.07, p=0.038, were statistically significant. 
Answering what, where, when, and who questions. The 
outcomes of Session 1 (M=1.71) compared to Session 3 
(M=2.32) showed a statistical difference, Z=2.06, p=0.039. 
Naming. The means among all comparisons were 
significantly different: Session 1 (M=1.43) compared to 
Session 2 (M=1.9), Z=2.236, p=0.025; Session 1 compared 
to Session 3 (M=2.67), Z=3.134, p=0.002; and Session 
2 compared to Session 3, Z=2.558, p=0.011. Asking. 
The significant differences were presented between 
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Sessions 1 (M=1.57) and 2 (M=2.07), Z=2.121, p=0.034, 
as well as between Sessions 1 and 3 (M=2.37), Z=2.565, 
p=0.01. Explaining. The means among all comparisons 
were significantly different: Session 1 (M=1.4) compared 
to Session 2 (M=1.87), Z=2.449, p=0.014; Session 1 
compared to Session 3 (M=2.73), Z=3.095, p=0.002; 
and Session 2 compared to Session 3, Z=2.842, p=0.004. 
Telling emotions. There were significant differences 
between Sessions 1 (M=1.63) and 3 (M=1.87), Z=2.762, 
p=0.006, as well as Sessions 2 (M=2.5) and 3, Z=2.165, 
p=0.03. Greeting. The means among all comparisons 

were significantly different: Session 1 (M=1.6) compared 
to Session 2 (M=1.93), Z=2, p=0.046; Session 1 compared 
to Session 3 (M=2.47), Z=2.598, p=0.009; and Session 2 
compared to Session 3, Z=2.333, p=0.02. The total data of 
statistical differences as determined by the Wilcoxon test 
is illustrated in Table 3.
	 The satisfaction of using A-Speak was not directly 
surveyed. Two participants used keyboard mode to 
express their gratitude. At the same time, A-Speak helped 
them explain the brief stories they had experienced and 
let their caregivers understand how they truly felt.

Table 3. Statistical significance of mean differences between the three comparisons of the three intervention sessions as 
analyzed by the Wilcoxon test.

Measurement
S1 compared to S2 S1 compared to S3 S2 compared to S3

z p value z p value z p value
Requesting objects 1.890 0.059 2.549 0.011 1.681 0.093
Requesting actions 2.333 0.020 2.724 0.006 1.628 0.103
Denying 2.887 0.004 2.804 0.005 0.750 0.453
Answering yes/no questions 1.732 0.083 2.251 0.024 2.070 0.038
Answering what, where, when, and who questions 1.732 0.083 2.060 0.039 1.841 0.066
Naming 2.236 0.025 3.134 0.002 2.558 0.011
Asking 2.121 0.034 2.565 0.010 1.557 0.120
Explaining 2.449 0.014 3.095 0.002 2.842 0.004
Telling emotions 1.134 0.257 2.762 0.006 2.165 0.030
Greeting 2.000 0.046 2.598 0.009 2.333 0.020

Note: S1: session 1, S2: session 2, S3: session 3, *p<0.05.

Discussion
	 Several AAC applications are attributed to facilitating 
the communication competencies of individuals with 
complex communication needs. Unfortunately, those 
applications have considerable limitations on speech-
output features. Therefore, this study aims to develop AAC 
applications specifically for Thai individuals. The application 
was A-Speak or All-Speak. Two main communication 
options were available in A-Speak, including a graphic-
symbol board and keyboard. 
	 A-Speak was mainly similar to Funjai; Funjai is also 
a Thai AAC application that consists of colored-graphic 
symbols as a primary operating system with voice output.  
Both applications could add extra pictures saved on the 
device to serve as symbols. However, there were significant 
differences between these two AAC applications. Funjai 
could be installed on various operating systems, including 
Huawei, iOS, and Android; however, only Android was 
supported for A-Speak. There were additional differences 
in the voice output systems employed in these applications. 
Funjai’s text-to-speech technique was utilized in its voice 
output, which was limited to female voices. This resulted 
in intonation distortion on transliterated words such as 
hamburger, French fried, and carrot. Another distinction 
was that Funjai did not offer keyboard mode as a backup 
communication option.
	 Both Symbotalk and A-Speak included colored-
graphic symbols with voice output. They were also able 
to adjust the number of grids according to the user’s level 

of proficiency. However, SymboTalk showed intonation 
distortion in Thai voice output. This could be the outcome 
of SymboTalk’s use of voice synthesis through text-to-
speech generation. On the other hand, the voice synthesis 
of A-Speak was created by word-by-word recording, which 
eliminated intonation distortion in Thai voice output. To 
add more graphic symbols to SymboTalk, the application 
automatically connects to graphic-symbol resources with 
an internet connection. Nevertheless, this feature was not 
available in A-Speak. 
	 This limitation was similar to Leeloo. Graphic 
symbols were specifically created and attached to Leeloo, 
so the number of symbols was limited. However, if users 
wanted to add more symbols, they could download 
them by registering for the premium version. Likewise, 
graphic symbols were mainly developed and contributed 
to A-Speak. However, if users want to add more symbols, 
they can download them online or take pictures and set 
them to A-Speak. 
	 Cboard and SymboTalk were comparable. These 
applications instantly linked to online symbol resources 
and allowed users to install those symbols on their boards. 
Nevertheless, the Thai voice output from these two 
applications was limited regarding intonation distortion 
and the lack of diversity in voice age and gender. A-Speak, 
on the other hand, offered a more incredible selection 
of voice choices for age and gender that matched the 
characters of users. 
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	 In addition to those features, A-Speak provided a list 
of folders organized vocabulary into different categories 
on the display’s right side. This feature facilitated users 
to shift to another category quicker. A-Speak also offered 
literate individuals the option to use the keyboard mode. 
A-Speak’s symbols have been deliberately designed to 
correspond with Thai culture. Nevertheless, A-Speak was 
currently compatible only with Android.
	 The results of A-Speak training showed that 
participants’ communication efficacy had improved 
using graphic-symbol mode, even though there were 
few communication functions that the participants did 
not attain within the training period. The communication 
functions that the participants showed improvement 
during the A-Speak intervention included requesting 
objects, requesting actions, denying, answering yes/no 
questions, answering WH-questions, naming, asking, 
explaining, telling emotions, and greeting. However, the 
participants did not significantly attain communication 
functions of telling stories and initiating conversation 
within the three intervention sessions. The findings also 
showed that explanation abilities were the communication 
function that improved the most. On the other hand, 
storytelling abilities were the communication function 
that exhibited a minor development. Requesting activities, 
refusing, naming, asking, and greeting were likely the 
communication functions the participants found the 
simplest to learn, as the participants showed a noticeable 
improvement. The results agreed with the language 
development milestones in children, such as denying, 
which starts at 16 months of age, while responding to WH-
questions, which begins at 2; 5 years of age. 
	 Conversely, narrative storytelling begins to show 
at the age of four.29,30 The explanation for these would 
be related to children’s cognitive development, as they 
start to think intuitively at a later age.31 However, this 
study measured communication efficiency in terms of 
communication functions only and recorded the outcomes 
in code numbers without collecting the details of language 
components (i.e., form of language, content of language, 
and use of language). Besides this limitation, since this 
project focused on graphic-symbol mode, participants’ 
communication efficacy in keyboard mode was not 
investigated. Finally, the researchers had training sessions 
with the participants once a month, and there were only 
three training sessions, which were too short to explore 
the result. 
	 Nevertheless, the main objective of this study was 
to develop the Thai AAC application and tentatively 
investigate the effectiveness of the application on 
individuals with complex communication needs. The 
future research would focus on further developing the 
A-Speak application to minimize its existing constraints, 
such as a limitation about inserting additional symbols, and 
evaluate the proficiency of the application with individuals 
with complex communication needs. The evaluation would 
extend the number of training sessions and use multiple 
baseline designs as a research design. Moreover, the 
satisfaction of A-Speak users and communication partners 

with the quality of voice output was also considered to be 
investigated in future research.

Conclusion
	 A-Speak is an AAC application developed especially 
for Thai individuals with complex communication needs. 
Although several AAC applications that included Thai-
speech output were available, those applications had 
some drawbacks that possibly reduced the intelligibility 
and competence of communication. With the training, all 
participants improved their abilities to communicate in 
various communication functions while using A-Speak. 
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Appendix A

Part 1: Demographic information
Participant code_____________________ Age___________________ Gender______________________
Education level______________________________ Type of cerebral palsy________________________
Caregiver name________________________________________________________________________

Part 2: Communication functions
No. Communication functions 1st session 2nd session 3rd session

1 Requesting objects
2 Requesting actions
3 Denying
4 Answering yes/no questions
5 Answering WH-questions
6 Naming
7 Asking
8 Storytelling
9 Explaining

10 Telling emotions
11 Greeting
12 Initiating conversation

Scoring rubric
	 0 = No communication
	 1 = One occasion
	 2 = More than one occasion
	 3 = Communication on all occasions

[31]	 Piaget J. Part I: Cognitive development in children: 
Piaget development and learning. J Res Sci Teach. 
1964; 2(3): 176-86. doi:10.1002/tea.3660020306.
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ABSTRACT

Background: Recently, there has been an increasing number of stroke patients. 
Those who survive still need continuous rehabilitation after being discharged from 
the hospital. The information and knowledge on stroke rehabilitation at home is 
crucial for these patients and their caregivers. However, there has never been a 
study of educational media on rehabilitation for those patients and their caregivers 
in Thailand.

Objective: To explore the educational media used in stroke rehabilitation, list 
their benefits, and the most satisfying media type for stroke participants and their 
caregivers after hospital discharge.

Materials and methods: Twenty-eight stroke patients and twenty-one primary  
caregivers from two Subdistrict Municipalities and two Districts in Chaing Mai  
province were recruited using purposive sampling methods. All participants were 
aged 18 years and over and could communicate in Thai. All the stroke participants 
had no cognitive impairment screening by the Mental Status Examination-10 
(MSET-10) and had self-rehabilitation therapy at home. A Questionnaire on the 
use of educational media in stroke rehabilitation with the index of item objective 
congruence (IOC) range between 0.67-1.00 was used for data collection. The statistics 
used were descriptive.

Results: Stroke patients used information obtained primarily from medical personnel 
in the community (78.57%), while caregivers used advice from medical personnel 
the most in the hospitals (57.14%). Regarding the highest satisfaction with educational 
media, 59% of stroke patients and 42% of caregivers were satisfied with advice 
from medical personnel in the community. Stroke patients revealed that using a 
combination of advice from medical professionals, brochure-based media, and only 
document media was the most beneficial in providing knowledge about rehabilitation. 
For caregivers, the use of a combination of advice from medical professionals along 
with paper and video media, and the use of knowledge gained from online channels 
were the most beneficial.

Conclusion: Rehabilitation education materials used by stroke patients and their 
caregivers at home offer the highest level of satisfaction for the patients and caregivers 
if the medium of people who can give advice and communicate on issues meets 
their needs. In addition, patients and caregivers agreed that rehabilitation education 
should include more than one form of media for maximum benefit. Therefore, 
health professionals should consider the format of educational media appropriate 
to the needs of service recipients to be able to use them most effectively.
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Introduction
In Thailand, the rate of stroke in the population aged 

15 years and over was 278.49 per 100,000 people in 2017 
and increased to 330.72 per 100,000 people in 2021.1 
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media used for rehabilitation, examined the benefits of 
using the media, and determined the level of satisfaction 
with current media used in stroke rehabilitation from the 
perspective of stroke patients and their caregivers.

Materials and methods 
This research is a pilot study of the use of educational 

media regarding the rehabilitation of people with stroke 
in the community. Forty-nine subjects participated in the 
study, consisting of 28 stroke patients and 21 caregivers 
who lived in Nong Pa Khrang Subdistrict Municipality, 
Mueang District, and Ban Waen Subdistrict Municipality, 
Hang Dong District, Chiang Mai Province. The inclusion criteria 
were as follows:

Inclusion criteria for stroke patients
1. be a stroke patient who has self-rehabilitation

therapy at home.
2. aged 18 years and over.
3. do not have impaired cognitive function (using

the Thai version of the Mental State Examination
10 or MSET10).

4. able to communicate in Thai
Inclusion criteria for caregivers of stroke patients
1.	 be the primary caregiver for a stroke patient at home.
2. aged 18 years and over.
3. able to communicate in Thai

Instruments 
1.	 MSET10 is used to screen stroke patients for impaired

thinking and understanding. It has good psychometric 
properties, with a sensitivity and specificity of 100.0
and 98.4-99.4, respectively.13

2. A Questionnaire on the use of educational media
in stroke rehabilitation. It is an instrument developed 
by the research team by asking the patient to
choose the type of educational media they use
after being discharged from the hospital. The
questionnaire consists of three parts, including
1) the type of media used, 2) the benefits of the
media, and 3) the most satisfying media type to
utilize for rehabilitation. Regarding the benefits of
using media, each question has a minimum score
of 1, meaning it is least helpful, and the highest
score of 5, meaning it is most beneficial. The final
section is an open-ended question about the
highest satisfaction with an educational media type
of educational media used for stroke rehabilitation.
This questionnaire has been checked for content
validity by 3 experts. Content validity was determined 
by using the index of item objective congruence
(IOC) technique. The analysis found that every
question in the questionnaire had an acceptable
score, ranging from 0.67 to 1.00.

Procedure
1. After the research project received approval to

proceed from the Human Research Ethics Committee, 
Faculty of Associated Medical Sciences, Chiang Mai 
University, the principal researcher coordinated

Stroke is the second leading cause of death among chronic 
non-communicable diseases, and those who survive are 
left with physical disabilities that cause difficulty for them. 
Many have to be cared for by immediate family members  
or relatives.2, 3 A previous study has shown that only 18%  
of Thai stroke patients receive rehabilitation while in  
hospitals.4 This means that there are still many stroke  
patients living at home who do not receive direct care and 
rehabilitation from medical personnel. 

Additionally, these people do not receive knowledge 
and rehabilitation skills from rehabilitation institutions. 
Stroke patients and their family members should receive 
information and knowledge about many aspects of stroke. 
For example, issues about the causes of stroke, symptoms, 
risk factors, prevention of complications, consequences 
after a stroke, treatment, and rehabilitation when returning 
home should be better understood by the patients and 
their caregivers.5 Therefore, health professionals should 
provide rehabilitation education to stroke patients and 
their caregivers before discharging them from hospitals.

The clinical practice guideline for stroke rehabilitation 
specifies that health professionals should provide information 
and knowledge about stroke, its complications, processes, 
and goals for rehabilitation, both through interactive  
conversation and in a written format.6 This is consistent 
with a study on the rehabilitation information needs of 
stroke patients and their caregivers after being discharged 
from the hospital, which found that these individuals wanted 
to receive knowledge about stroke and care through mixed 
media methods that included both verbal communication 
such as interactive or face-to-face conversation and in  
written formats such as documents or pamphlets that can 
be stored and reread when needed.7, 8 

Thailand still encounters problems in treating stroke 
patients when they must return to their homes since the 
caregivers do not receive knowledge and training in basic 
rehabilitation skills for practice with the patients. Some 
stroke survivors and their caregivers may receive some advice  
from therapists, but it is not sufficient for self-practice.  
Another issue is that the person caring for the patient in 
the hospital is not the primary caregiver. Therefore, when 
the patient returns home, the primary caregiver lacks 
knowledge and confidence in providing rehabilitation to 
the patient and cannot perform therapy correctly.9 

Rehabilitation professionals, which include occupational 
therapists (OTs), play essential roles in encouraging physical 
and mental conditions for stroke patients. These therapists 
also promote the patient’s ability to perform daily activities 
by directly providing knowledge and basic rehabilitation skill 
training to the patients and their caregivers.10-12 Health 
professionals should use appropriate media to provide 
knowledge for self-rehabilitation at home that meets the 
needs of stroke patients and caregivers. Notably, each 
form of media has different advantages and limitations.

However, to our knowledge, no studies have been 
conducted on the use of educational media for rehabilitation 
in stroke patients living at home in Thailand, including  
determining the level of satisfaction with the media received. 

Therefore, the researchers conducted a pilot study on 
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with officials of Nong Pa Khrang Subdistrict  
Municipality, Mueang District, and Ban Waen  
Subdistrict Municipality, Hang Dong District,  
Chiang Mai Province, to request permission to 
conduct research in the area.

	 2.	 After receiving permission, the researcher publicized 
the project by placing posters on the public relations 
boards in the target areas. The posters specified 
details of the research project, including methods 
for contacting researchers, so those interested 
can apply to participate in the study. 

	 3.	 The main researcher performed preliminary  
cognition screening of stroke patients using 
MSET10 before data collection to prevent errors 
in the study’s results. This is because most stroke 
patients are elderly and often experience impaired 
cognitive function.

Data collection
	 The study was conducted between November and 
December 2022 using face-to-face interviews. Before  
collecting data, subjects received information about the 
research project and all signed consent forms before  
participating.

Data analysis
	 This study analyzed data using descriptive statistics, 
reporting frequency, percentage, mean, and standard deviation 
(SD).

Results
	 Data from Table 1 demonstrated that most stroke 
patients have had symptoms for more than 24 months. It 
determines whether they are unemployed, have insufficient  
income, have finished primary school education, or are not 
ready for communication equipment and internet connection.

Table 1. Sociodemographic data of stroke participants and caregivers.
Variables Stroke participants (N=28)

Frequency (percentage)
Caregivers (N=21) 

Frequency (percentage)
Age (years)
	 Maximum   
	 Minimum 
	 Mean (SD)  

86 
40 

65.21 (11.96)

71 
18 

46.95 (12.56)
Times since stroke onset/Times since care for stroke survivors (months) 
	 1-12 
	 13-24 
	 >24 

6 (21.43)
3 (10.71)

19 (67.86)

4 (19.05)
3 (14.28)

14 (66.67)
Sex
	 Male 
	 Female 

18 (64.29)
10 (35.71)

5 (23.81)
16 (76.19)

Occupation
	 Paid employment
	 No employment
	 Students

9 (32.15)
19 (67.85)

0 (0.00)

19 (90.48)
1 (4.76)
1 (4.76)

Sufficiency of incomes 
	 Sufficient 
	 Insufficient

8 (28.57)
20 (71.43)

13 (61.90)
8 (38.10)

Education levels 
	 No education  
	 Elementary 
	 Secondary 
	 College/University 

1 (3.57)
16 (57.14)
5 (17.86)
6 (21.43)

1 (4.76)
3 (14.29)
7 (33.33)

10 (47.62)
Own devices that can connect to the internet (smartphone/iPad)
	 Yes 
	 No 

11 (39.29)
17 (60.71)

21 (100.00)
0 (0.00)

Availability of the home internet (monthly WIFI/internet)
	 Available 
	 Not available 

9 (32.14)
19 (67.86)

19 (90.48)
2 (9.52)

Relationship with stroke survivors under care 
	 Son/daughter 
	 Spouses 
	 Mother/Father 
	 Relatives 

-
-
-
-

14 (66.67)
3 (14.29)
1 (4.75)

3 (14.29)
Responsibility of care
	 Primary caregiver 
	 Co-caregiver 

-
-

9 (42.86)
12 (57.14)
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	 Most stroke caregivers were female and had provided 
care to patients for more than 24 months. Most were the 
patients’ sons or daughters who could pursue a career and 
earn enough income. Most caregivers graduated from college 
and universities and have their communication equipment 
with an internet connection.
	 Data from Figure 1 shows that stroke patients choose 
to use educational media through verbal communication  

from medical personnel in the community the most 
(78.57%), followed by information from medical personnel 
in hospitals (35.71%) and media such as books or journals 
(28.51%). Caregivers chose to use media from medical  
personnel in hospitals the most (57.14%), followed by media 
from medical personnel in the community (52.38%) and 
YouTube internet media (38.10%).

Figure 1. Types of educational media and the number of samples that choose to use each type of media.

	 The usefulness of educational media used by the 
participants in each category was calculated as an average 

score (highest score of 5 and lowest score of 1), as shown 
in Figure 2. 

Figure 2. Mean scores of the subjects’ use of educational media concerning its usefulness.
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	 Figure 2 demonstrates that from the patient’s point 
of view, the use of pamphlets, receiving advice from medical 
personnel in the hospital using pamphlets, and receiving 
advice from medical personnel in the community along 
with using pamphlets were the most useful, with an average 
score of 5 points. The second was receiving advice from 
medical personnel in the community (score of 4.91), followed 
by YouTube (score of 4.80).  The caregiver’s view was that 
using Facebook in combination with TikTok, receiving advice 
from medical personnel in the hospital in combination 
with using pamphlets and videos, and receiving advice 

from medical personnel in the community in combination 
with using pamphlets and educational posters were the 
most valuable (score 5), followed by receiving advice 
from medical personnel in the hospital along with using  
pamphlets (score 4.80).
	 Figure 3 displays the percentages of educational media 
forms that the patients were most satisfied with using 
during their recovery. Figure 4 displays the percentage of 
media types caregivers were pleased with employing in 
the patient’s rehabilitation.

Figure 3. The percentage of media types that patients feel most satisfying media type to utilize for rehabilitation.

Figure 4. The percentage of media types that caregivers feel most satisfying media type to utilize for rehabilitation.

	 According to data shown in Figure 3, well over half 
of the patients liked the media that offered advice from 
community health experts and hospital medical staff.
	 According to the data shown in Figure 4, most  
caregivers expressed the most satisfaction with media  
featuring recommendations from community-based medical 
professionals, followed by recommendations from hospital- 
based medical professionals.

Discussion
	 The present study explores the types and benefits 
of educational media used in rehabilitation, including the  
degree of satisfaction with using each type of media 
among stroke patients living at home and their family 
caregivers in Chiang Mai Province, Thailand. 
	 The study’s results demonstrated that stroke patients 
and their caregivers used educational media in verbal, active 
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information communication the most (Figure 1). Patients 
chose to follow advice from medical personnel in the  
community the most, while caregivers chose to use advice 
from medical personnel in the hospital the most. 
	 This may be because many stroke patients received 
services at rehabilitation centers in their communities. 
Therefore, they received advice from medical personnel 
working in that rehabilitation center, which includes  
occupational therapists, physical therapists, village health 
volunteers, etc. In contrast, the caregivers did not receive 
services at a rehabilitation center in the community because 
community rehabilitation centers have vehicles to pick up 
persons with disabilities from their homes directly to the 
rehabilitation center, yet do not provide transportation for 
the caregivers. Therefore, most caregivers did not come 
to receive counseling from medical personnel in their 
community rehabilitation centers. However, caregivers often 
receive advice on health and rehabilitation care only from 
medical personnel in hospitals such as the subdistrict 
health promotion hospitals, the district community hospitals, 
and the provincial general hospitals. This is because caregivers 
can meet these people when accompanying stroke patients 
under care to see doctors, nurses, physical therapists,  
occupational therapists, etc.
	 This study’s results also showed that stroke patients 
and their caregivers are most satisfied with the type of 
educational media and two-way verbal communication 
between themselves and medical personnel, as shown in 
Figures 3 and 4. According to the study’s findings, most 
stroke patients and their caregivers choose to use verbal 
communication media based on their level of satisfaction 
with it.
	 These findings are consistent with the studies of 
Eames et al. and Eames et al. on providing educational  
information for stroke patients in community health services in 
Australia, which found that most rehabilitation knowledge 
was provided through interactive verbal communication 
and verbal communication combined with paper-written 
forms.14,15 The type of education stroke patients and their 
caregivers were most satisfied with was a combination of 
clinical information and practical management strategies. 
As for receiving knowledge about healthy lifestyles after 
hospital treatment, patients are most confident with face-
to-face communication with medical personnel. Another 
form of health education that stroke patients were satisfied 
with, rated second after the strategies mentioned above, 
was using passive information in written format. At the 
same time, caregivers were confident using active information 
media such as a telephone conversation. 
	 Verbal communication, in which patients and caregivers 
can talk and interact directly with health professionals, 
helps promote personal participation in receiving information 
better than receiving knowledge communicated one way 
(passive information), such as information in pamphlets.16 
Furthermore, stroke patients have distinct symptoms, and  
both patients and caregivers have different needs.8 Therefore, 
it is the type of media that people can communicate verbally 
and interact with each other, which can better respond to 
the specific needs of each individual. As a result, it is the 

media that patients and caregivers prefer and are most  
satisfied with.
	 Previous studies demonstrated the benefits of  
rehabilitation education programs recommended by  
occupational therapists or trained health village volunteers 
for improving ADL performances in community-dwelling 
stroke survivors.17,18 Although the most common media 
used by the patients and caregivers were advice from 
community health professionals and advice from hospital 
health professionals, stroke patients and their caregivers 
agreed that mixed media provides the most significant 
benefits for rehabilitation. The patients with cerebrovascular 
disease noted that two-way verbal communication and 
written media (pamphlets) give the most essential benefits 
for rehabilitation. The caregivers maintained that using 
personal communication media and media in written letters 
(pamphlets or posters) and a combination of online media 
(Facebook, TikTok) are the most beneficial, as shown in 
Figure 2. 
	 This is consistent with the study results regarding 
satisfaction with media used in rehabilitation shown in 
Figures 3 and 4, where both stroke patients and their  
caregivers choose to use personal communication media 
the most. In addition, some stroke patients expressed 
their opinions that media in written form (pamphlets) was 
most helpful, and some caregivers expressed the idea that 
using online media through two applications (Facebook 
and TikTok) was the most useful. 
	 This opinion difference may be due to patients’ and 
their caregivers’ age and educational level. Most stroke 
patients are elderly, while most caregivers are middle- 
aged and are still working. Furthermore, most stroke pa-
tients need more available equipment and an internet 
connection. In contrast, almost all caregivers own online 
equipment using a smartphone and computer and have 
an internet connection, as shown in Table 1. This allows 
caregivers to use online media, and they are more satisfied 
with it than stroke patients, who are primarily elderly and 
are less tech-savvy. 
	 This is in line with the study of Teuschl and Brainin, 
which found that sociodemographic factors, including  
being female, middle-aged, and possessing a high level 
of education, correlate with more excellent knowledge of 
stroke. 19  However, no study has concluded which media 
or methods are most effective in educating people about 
knowledge of stroke, care, and methods of rehabilitation 
after stroke. Practical knowledge should be culturally 
adapted and transmitted appropriately according to the 
social context.
	 This study’s findings are consistent with an earlier 
study done in Thailand on providing knowledge about 
stroke and care after leaving the hospital. This study found 
that caregivers wanted to receive information about the 
symptoms and methods of rehabilitation; the information 
obtained must be explained verbally, and relevant documents 
should be kept for further usage. 

Limitation 
	 This study had some limitations, including 1) the 
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small sample size of participants. Therefore, this study’s 
results may be used as evidence for further studies but 
may need to be more generalizable with a broad sample of 
the exact nature. 2) most stroke patients have had symptoms 
for more than 24 months, which is considered a group 
with chronic symptoms; therefore, the use of rehabilitation  
education methods may be different from those who have 
recently experienced stroke. Recruitment that ensures 
greater homogeneity of the samples’ characteristics 
should be considered in future studies. In addition, further 
research should investigate the use of educational media 
for rehabilitation in patients with similar sociodemographic 
characteristics and use the data to produce specific conclusions 
for each group. 3) The types and formats of media used by 
patients and caregivers for rehabilitation in this study do 
not cover all types of educational media. This depends on 
the media source; for example, some patients or caregivers 
may not have received advice from healthcare professionals 
in hospitals or community rehabilitation centers or have 
not received knowledge pamphlets. Therefore, the study’s 
results regarding the benefits and satisfaction with these 
media types are missing. 

Conclusion 
	 A study of the use of educational media for rehabilitation 
in 28 stroke patients and 21 of their caregivers living at 
home revealed that verbal communication offers the 
most excellent satisfaction to stroke patients and caregivers. 
Results also showed that the educational media that provided 
the most benefit from the perspective of stroke patients and 
their caregivers was a combination of advice from medical 
personnel and media in the form of a written format. 
The results of the present study indicated that providing  
education to stroke patients and caregivers in the matter of 
rehabilitation while at home should use a combination of 
educational media, namely giving advice or communicating 
verbally together with providing knowledge in the form of 
documents such as pamphlets, where people can read them 
at any time after that. Additionally, the patient’s physical 
symptoms and needs, including their sociodemographic  
characteristics, should be considered when providing  
appropriate educational media to these individuals.
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ABSTRACT

Background: Many studies have reported positive results regarding the benefits 
of melodic intonation therapy (MIT) in patients with non-fluent aphasia. Currently, 
there is no specific inclusion of speech therapists (STs) in MIT research. Investigating 
effective speech therapy (ST) techniques to address the language functions 
hindered by non-fluent aphasia could yield evidence for aphasia rehabilitation 
research.

Objective: This systematic review (SR) examines the effectiveness of the traditional 
MIT protocol used by STs on speech recovery for patients with non-fluent aphasia 
after stroke. It also discusses other characteristics of the traditional MIT, such as 
the participants, the MIT protocol applied, the therapy intensity, and the role of 
STs.

Materials and methods: This SR followed the Preferred Reporting Items for  
Systematic Reviews and Meta-Analysis (PRISMA) 2020 statement. The four  
computerized databases (PubMed, Embase, ICTRP, and Google Scholar) were 
searched in February 2024 to review all empirical findings. We also conducted a 
hand search in relevant journals. The search yielded 538 studies, of which 2 met 
the criteria and underwent review. The methodological quality of the included 
studies was evaluated using the Cochrane Collaboration’s tool for assessing the 
risk of bias. Furthermore, the protocol was registered in PROSPERO under the  
reference CRD42024508733.

Results: This review included 2 randomized controlled trials (RCTs) involving 44 
patients. We found evidence that MIT significantly improved speech recovery,  
precise language repetition, and functional communication in patients with 
non-fluent aphasia. STs were interventionists in MIT research and used MIT following 
the American manual, and they had previously received MIT training.

Conclusion: Our review provides some evidence of the effectiveness of MIT on 
speech recovery in patients with non-fluent aphasia after stroke. MIT may be a 
practical alternative to standard ST. There is some indication that MIT requires music 
therapy (MT) skills and training; therefore, STs must also have these abilities.
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Introduction 
Aphasia is an acquired loss or impairment of the 

language system caused by a symptom of brain damage.1 
It has a variety of causes. Cerebrovascular accidents, 
also known as stroke, are the most common cause. The 
left hemisphere of the brain typically experiences the 
pathology, and approximately one-third of stroke patients 
experience aphasia.2,3 In the United States, the prevalence 
of aphasia is 1 in 250.4
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	 Non-fluent aphasia, also known as expressive aphasia 
or Broca’s aphasia, is one type. This occurs in the damaged 
area of the inferior frontal lobe in the Broca area, located 
in Brodmann areas 44 and 45, which are centers for motor 
control, speech, and communication. Generally, about 96 
to 99 percent of right-handed people and about 60 percent 
of left-handed have their language abilities located in the 
brain’s left hemisphere.5

	 People with non-fluent aphasia or Broca’s aphasia 
do not have or have fewer problems with language 
comprehension.5 They can understand speech or 
conversation but have difficulty expressing words in speech 
and writing. They have difficulty putting their thoughts 
into words. They can only produce short utterances 
when speaking or writing.6 MIT is a specific treatment 
for patients with aphasia. Studies have reported positive 
results regarding the benefits of traditional MIT for aphasic 
patients.7-12 MIT is a combination of ST and MT.13 STs utilize 
the MIT program as a therapeutic intervention to assist 
patients with aphasia.7-12

	 MIT involves speaking rhythmically and tapping 
the left hand to enhance speech prosody and fluency.14 
Traditional MIT is a hierarchically structured therapy 
that utilizes three key elements: (1) melodic intonation 
(singing), (2) rhythmic speech, and (3) the use of common 
phrases (formulaic language). The melodic and rhythmic 
structures only allow for two notes (high and low) and two 
durations (long and short). MIT consists of three linguistic 
tiers. The first two tiers consist of multisyllabic words 
and short phrases, while the third tier comprises more 
phonologically complex phrases. The interventionist will 
teach the patient to speak slowly in high- and low-note 
sequences that mimic everyday speech.14 
	 MIT’s use is based on stimulating music processing in 
the brain’s right hemisphere to increase language ability. 
Research has revealed a correlation between MIT’s success 
and the integrity of the right arcuate fasciculus, which 
compensates for damage in the brain’s left hemisphere, 
which is associated with language and speech.15-18

	 A recent SR from Mata determined the number 
of studies involving music therapists (MTs) and their 
involvement and contributions to the field.19 Currently, 
extensive literature focuses on the effectiveness of MIT 
for patients with non-fluent aphasia or Broca’s aphasia. 
However, STs are not specifically included in MIT research. 
Investigating effective ST techniques to address the 
language functions hindered by non-fluent aphasia could 
yield evidence for aphasia rehabilitation research.
	 Therefore, the primary aim of this SR was to 
examine the emergence in the scientific literature of the 
effectiveness of the traditional MIT protocol used by STs 
on the speech recovery of patients with non-fluent aphasia 
after stroke. Furthermore, the secondary aim was to 
examine other characteristics of the traditional MIT, such 
as the participants, the MIT protocol applied, the therapy 
intensity, and the role of STs. The authors intended to 
answer the following research questions:
	 (1)	What is the effectiveness of the traditional MIT 

protocol used by speech therapists on the speech 
recovery of patients with non-fluent aphasia after 
stroke?

	 (2)	What are other characteristics of traditional MIT, 
such as the participants, the MIT protocol applied, 
the therapy intensity, and the role of speech  
therapists?

Materials and methods
	 This SR was reported according to the PRISMA 
2020 statement to guide the methodology of this 
research.20 Additionally, the protocol was registered 
in PROSPERO under the reference CRD42024508733 
(https://www.crd.york.ac.uk/prospero/display_record.
php?RecordID=508733).

Inclusion and exclusion criteria
	 Table 1 illustrates a selection criterion for this SR. The 
inclusion and exclusion criteria based on the population, 
intervention, comparator, outcome, and study design 
(PICOS) principles to capture well-prepared studies of 
interventions are addressed. 

Table 1. Inclusion and exclusion criteria.
PICOS Inclusion Exclusion

P Patients with non-fluent aphasia (Broca’s aphasia) 
with a history of stroke (e.g., ischemic stroke, 
hemorrhagic stroke)

Patients with other types of aphasia (e.g., Wernicke, 
Global, Isolation, Transcortical motor, Transcortical 
sensory, Conduction, and Anomic) and Apraxia of 
speech

I Melodic intonation therapy Modified melodic intonation therapy and other types 
of music therapy

C Speech therapy, treatment as usual, waiting list, no 
control group, no intervention group.

N/A

O Language skills (e.g., information content, fluency, 
auditory comprehension, repetition and naming) 

Primary outcomes were not focus on improvement in 
language skills

S RCTs Other types of study design (e.g., quasi-experimental 
studies, single-group studies, single case studies, case 
series, editorials, opinions and commentaries, and 
qualitative studies)
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Search strategy
	 The four computerized databases were conducted 
in February 2024 using the following databases: PubMed 
(75), Embase (77), ICTRP (75), and Google Scholar (295). 
The researchers also conducted a hand search in relevant 
music therapy journals to find other potentially eligible 
studies (16). Furthermore, we used backward citations to 
check reference lists of all relevant articles. The search was 

Table3. Risk of bias for RCTs.
Van der Meulen et al.7 Van der Meulen et al.8

Random sequence generation (selection bias) + +
Allocation concealment (selection bias) + +
Blinding of participants and personnel (performance 
bias)

- -

Blinding of outcome assessment (detection bias) + +
Incomplete outcome data (attrition bias) + +
Selective reporting (reporting bias) + ?
Other bias ? ?

limited to articles written in the English language. Articles 
published up-to-date information on the existing literature 
from 2013 onward. 
	 Table 2 demonstrates comprehensive search syntax. 
The search terms were combined using the Boolean 
operator OR, and each PICO was combined using the 
Boolean operator AND.

Table 2. Search syntax.
PICOS Search terms

P “Stroke” OR “Aphasia” OR “non-fluent aphasia” OR “Broca aphasia”
I “Melodic intonation therapy”
C “Speech therapy” OR “Waiting list” OR “No control group”
O “Language” OR “Iinguistic skills” OR “Information content” OR “Auditory 

comprehension” OR “Fluency” OR “Repetition” OR “Naming” OR “Communication”
S  “Randomized controlled trials” 

Study selection and Data extraction
	 Two researchers (N.W. and T.K.) independently screened 
the titles and abstracts of all identified articles. For studies 
meeting the eligibility criteria, full-text articles were 
reviewed. Disagreements about whether a study should 
be included were discussed until a consensus was reached, 
involving a third researcher (V.B.) where necessary.
	 Data were then extracted by the two researchers 
(N.W. and T.K.) using a data extraction sheet for study 
design, participants, MIT protocol applied, intervention, 
duration, language measurements, role of speech-
language therapist, and results. The two researchers 
(N.W. and T.K.) independently extracted each data 
extraction throughout the entire data extraction process. 
Disagreements about data extraction were discussed until 

consensus was reached, involving a third researcher (V.B.) 
where necessary.

Quality assessment
	 The methodological quality of the included studies 
was evaluated using the Cochrane Collaboration tool to 
assess the risk of bias for RCTs.21 The two researchers (N.W. 
and T.K.) independently reviewed and scored the studies. 
After applying the methodological quality framework to 
all research, the ratings were translated into percentages 
to allow quality comparisons across papers. In the 
disagreement, a third researcher (V.B.) was consulted. 
However, there was no disagreement to resolve. Table 3 
provides a summary of the risk of bias for RCTs.

Results 
	 Figure 1 shows a PRISMA statement chart that 
details the selection process. A total of 538 records 
were screened through the database (N=522) and hand 

searches (N=16). After removing duplicates, 160 articles 
remained. The researchers analyzed the abstracts of these 
articles, resulting in 26 potentially eligible full-text articles; 
we retained 2 studies for inclusion in the review.  
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	 Table 4 presents the included studies. Two studies 
were conducted in the Netherlands.7,8 However, it should 
be noted that the same group of researchers conducted 
these studies.7,8 Furthermore, it is essential to note that 
the selection criteria for the methodological design 

were RCTs. This review included a total of 2 randomized 
comparisons.7,8 All studies were generally highly scientific 
(level I evidence). Van der Meulen et al.7 conducted a 
multicenter, waiting-list RCT with a crossover design. 
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	 Van der Meulen et al. also used a multicenter waiting-
list RCT design.8 A total of 44 patients were included in 
this systematic review.7,8 Van der Meulen et al.7 included 
27 participants: 16 in the experimental group and 11 in 
the control group. Van der Meulen et al.8 included 17 
participants: 10 in the experimental group and 7 in the 
control group. All participants included only people with 
non-fluent aphasia because of stroke. At this point, there 
was a wide age range, from 18 years old to 80. All authors 
described their participants’ etiologies: strokes in the 
left hemisphere. However, the stroke took between 2-3 
months and 12 months.7,8 
	 The traditional MIT intervention was used in two 
studies.7,8 Each participant adhered to the traditional 
protocol. No minor variations were permitted in delivery; 
the Dutch language was used for intervention. The two 
studies provided the exact intervention dosage. They did, 
however, use the various types of homework equipment 
provided. In Van der Meulen et al., the MIT sessions were 
5 hours per week (a minimum of 3 hours per week plus 
homework for 6 weeks).7 Conversely, in Van der Meulen et 
al., the MIT sessions lasted 5 hours per week (a minimum 
of 3 hours per week, plus iPod-based homework for 6 
weeks).8 In these studies, STs previously receiving training 
at MIT provided the traditional intervention. Crucially, MIT 
was used following the American manual.7,8 

	 All studies reported standardized language 
measures.7,8 Van der Meulen et al.7 and Van der Meulen 
et al.8 used the Sabadel story retelling task and the 
Amsterdam-Nijmegen Everyday Language Test (ANELT) 
to evaluate verbal communication. Also, the authors also 
used the Aachen Aphasia Test (subtests repetition and 
naming) and the MIT repetition task to assess the ability 
to repeat and name.7,8 
	 The study of Van der Meulen et al. demonstrated 
that MIT benefits language production in severe nonfluent 
aphasia in the subacute phase poststroke.7 The experiment 
group improved verbal communication, suggesting a 
generalization of verbal communication capabilities in 
daily life. Also, the experimental group improved language 
repetition in the trained (MIT test) and the untrained 
(AAT subtest repetition), suggesting a generalization to 
untrained material. The result found that the control 
group received delayed MIT, resulting in less improvement 
in training material repetition.
	 The study of Van der Meulen et al.8 demonstrated 
improvements in both trained and untrained items. 
The authors also compared the experimental group’s 
language improvement post-MIT to the control group. 
They discovered that MIT only improved training material 
repetition. It did not affect word retrieval, everyday verbal 
communication, or generalization to untrained material. 
After finishing MIT, patients were unable to maintain their 
MIT-related language gains. 

Discussion
	 The primary aim of this systematic review was to 
examine the emergence in the scientific literature of the 
effectiveness of the traditional MIT protocol used by STs on 

the speech recovery of patients with non-fluent aphasia. 
	 The main findings showed that MIT significantly 
improved speech recovery, specifically language 
repetition7,8 and functional communication in patients 
with non-fluent aphasia.7 The outcome evaluations used 
in the different clinical trials reported to date assess the 
efficacy of MIT in post-stroke aphasia. These two studies 
used the AAT to assess repetition and the ANELT test to 
assess functional communication.7,8 Similar to van de 
Sandt-Koenderman et al., the findings indicated that the 
participants demonstrated significant improvement in 
repetition using the AAT and everyday verbal communication, 
as measured by the ANELT.10 
	 Some studies have used the communicative activity 
log (CAL) questionnaire to assess communication. The 
findings indicated that stroke survivors with nonfluent 
aphasia have improved their communication skills.9,11 
One study has used the Japanese version of the Western 
Aphasia Battery (WAB) to assess repetition. The result 
showed that MIT improved language output (as indicated 
by the spontaneous speech, repetition, and naming 
subscores of the WAB).12 In contrast to Plukwongchuen 
et al., the study demonstrated the positive effects of MIT 
on spontaneous speech and naming, but not repetition, 
in Thai stroke patients with aphasia.22 This study used the 
Thai version of the WAB test to assess linguistic function. 
Note that this study used a different measurement tool 
and did not define the type of aphasia or stroke duration.
	 Remarkably, Van der Meulen et al.,7 found that 
patients with subacute severe nonfluent aphasia in the 
control group experienced less improvement in the 
repetition of trained material when they received 6-week 
delayed MIT. Meanwhile, there was an overall more 
significant improvement in the early MIT group. Therefore, 
timing influences therapy outcomes. Earlier treatment led 
to more significant improvement. This is consistent with 
studies demonstrating that spontaneous recovery occurs 
within the first three months after a stroke.23,24 
	 The secondary aim of this systematic review also 
included examining other aspects of the traditional MIT, 
such as participants, MIT protocol, therapy intensity, and 
the role of the STs. 

Participants 
	 In the study by Van der Meulen et al., patients with 
severe nonfluent aphasia persist until 2 to 3 months 
poststroke.7 In the study by Van der Meulen et al., patients 
with severe nonfluent aphasia persist for more than 
1-year poststroke.8 The effect of MIT in chronic aphasia 
is more restricted than its effect in earlier stages post-
stroke. When the etiology of aphasia is a stroke, recovery 
of language function peaks in the first three months.23,24 
Also, Hojo et al. found an association between the initial 
severity of aphasia and recovery rates.25 People with severe 
aphasia recovered less than people with mild aphasia, and 
this trend was obvious in Wernicke and Broca aphasia. 
Furthermore, in terms of the aphasia type, conduction 
aphasia had the highest recovery rates, followed by 
Anomic, Wernicke, and Broca aphasia. Global aphasia 
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showed much lower recovery rates. Future studies should 
explore a correlation between severity, aphasia type, and 
recovery rates.
	 Additionally, the two included studies provided a lack 
of detailed documentation of the size and location of the 
lesion, which had significant neurological characteristics.7,8 

van de Sandt-Koenderman et al.10 found no consistent 
shift in language activation between the left and right 
hemispheres. However, subacute patients exhibited 
symmetrical or right-lateralized language activation before 
therapy, which tended to become more right-lateralized 
after treatment. Some chronic patients exhibited left-
lateralized language activation, which became stronger 
following therapy. Furthermore, Tabei et al. found 
that after MIT-J training, the right hemisphere showed 
decreased activation in correct naming trials, but incorrect 
trials remained stimulated similarly.12 Patients with 
severe chronic non-fluent aphasia have improved neural 
processing efficiency and decreased cognitive workload.
	 Besides, there was a wide age range, from 18 to 80. 
The studies did not provide solid outcome information for 
each specific age group.7,8 Hojo et al. found that age and 
recovery rates showed a significant negative correlation.25 
Younger patients recovered more rapidly, and this trend 
was particularly noticeable in Wernicke aphasics but 
not in Broca aphasics. The future study should explore a 
correlation between age and recovery rates.
	 In addition, the sample of participants met the 
criteria for good candidacy for MIT therapy, and they 
benefited from the therapy.7,8 Similar to previous studies, 
a positive response to MIT therapy was associated with 
left hemisphere lesions.15-18 MIT is based on three main 
components: singing, rhythmic speech, and common 
phrases. Singing activates the right hemisphere, which 
takes over the function of the left-brain speech areas when 
severe damage occurs. However, the two included studies 
did not explore language lateralization and neuroplastic 
reorganization after or during MIT.7,8 Therefore, the 
participants in the MIT trial and the clinical benefits 
resulting from functional and structural changes in the 
right hemisphere remain unknown.

MIT protocol applied
	 Speech therapists used MIT following the American 
manual and the protocol in Dutch target utterances.7,8 

Remarkably, all studies employed the traditional MIT 
methodology.7,8 MIT involved both formulaic statements, 
such as “How are you?” and nonformulaic statements, 
such as “The ministers are talking nonsense” and “A 
thunderstorm is coming our way.” As a result, they 
could not fully understand the influence of the MIT 
components and could not conclude the role of formulaic 
and nonformulaic language.  Evidence supports the idea 
that the right hemisphere facilitates formulaic language 
processing.26 On the other hand, the left hemisphere 
facilitates non-formulaic language.27 Consequently, left-
hemisphere stroke patients often retain the ability to 
produce formulaic expressions.28

	 In addition, the researchers provided homework 
assignments in both studies to ensure therapy intensity. 

They captured the target utterances in a short video on 
an iPod application so patients could sing along with the 
video or repeat the utterances later.7,8  

Therapy intensity
	 In the study by Van der Meulen et al. and Van der 
Meulen et al., the face-to-face therapy time was 5 hours 
per week (minimum 3 hours per week plus homework) 
for 6 weeks.7,8 This range of therapy intensity showed 
improvement in functional communication7 and repetition 
tasks.7,8 However, the question of the intensity of therapy 
remains open. A systematic review by Brady et al.29 found 
that studies with high-intensity treatment had higher 
drop-out rates than those with less frequent treatment. 
Some aphasic patients may not be able to commit to high-
intensity therapy. Additionally, the range of optimal timing 
for aphasia therapy, precisely the post-stroke period, may 
have led to generalizations about verbal communication. 
MIT may be more beneficial in the subacute stage than the 
chronic stage after a stroke.

Role of speech therapist
	 Speech therapists were interventionists in MIT 
research.7,8 They had previously received MIT training and 
delivered the traditional MIT intervention. According to 
many studies, STs were licensed MTs who administered 
the MIT.9-12 Contrary to Mata, the role of MTs in the MIT 
study was that of practitioners.19 They frequently use their 
professional music composition and singing expertise 
to modify MIT. ST and MT were separated because MIT 
necessitates music therapy skills. However, the two 
disciplines can collaborate in a clinical context to perform 
MIT or work separately, but the combined expertise of 
both experts would result in best research practices. Our 
study reveals that MIT necessitates MT skills and training, 
which STs must also fulfill.

Limitations and future research
	 Our study has several limitations. First, the low 
number of included studies (N=2) and the total number 
of participants (N=44) used in this review may not 
represent the general population. To corroborate the 
findings, a larger sample size was required, as the limited 
sample size was a limitation and, therefore, insufficient 
to draw definite conclusions. Second, this study did not 
provide information about MIT’s role in neurobiological 
mechanisms that promote language recovery and 
neuroplastic reorganization. Future research should 
investigate language lateralization and neuroplastic 
reorganization during or after MIT to determine how 
language lateralization and neuronal reorganization 
change in patients with non-fluent aphasia during or after 
MIT.
	 Despite the several limitations of this review, the 
research provides a solid basis for further investigations 
into MIT’s noteworthy—and possibly unexpected—
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contribution to speech recovery. It is also crucial to 
consider the clinical implications of the results in speech 
therapy. 
	 This study found a significant correlation between 
treatment intensity and therapy outcomes after MIT. 
Earlier treatment may also lead to more substantial 
improvement. Importantly, this finding suggests STs must 
also possess music therapy skills and training when using 
MIT. 

Conclusions
	 This systematic review demonstrates that MIT may 
benefit language repetition and functional communication 
in patients with non-fluent aphasia. Additionally, MIT may 
be a practical alternative to standard speech therapy in 
encouraging speech recovery for these patients. However, 
MIT requires music therapy skills and training; speech 
therapists must also have these abilities.
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ABSTRACT

Background: Cadmium exposure affects the expression of the DMT1 gene and the 
function of its transporter protein, impacting the transport and accumulation. This 
study investigates genetic polymorphisms to understand better the pivotal role of 
genetic factors in cadmium-related diseases within environmental health research.

Objective: The study sought to examine the intronic IVS4+44C/A polymorphism 
in the divalent metal transporter 1 (DMT1) gene among individuals aged 35-60 
residing in regions contaminated with cadmium.

Materials and methods: Blood samples were collected from 306 genetically unrelated 
individuals (158 females and 148 males). The DMT1 IVS4+44C/A polymorphism 
was determined using restriction fragment length polymorphism (RFLP) and 
Sanger sequencing methods. Urinary cadmium levels were measured with graphite 
furnace atomic absorption spectrometry (GFAAS). Statistical analyses included 
Hardy-Weinberg equilibrium testing, analysis of variance (ANOVA), and student’s 
t-tests.

Results: The geometric mean of urinary cadmium levels were significantly higher in 
females (4.03±4.15 µg/gm creatinine) than in males (2.62±2.73 µg/gm creatinine). 
Remarkably, 85% of females and 66% of males exceeded the reference values for 
urinary cadmium concentration set by the German Human Biomonitoring (HBM) 
Commission (HBM I and II). Genotype frequencies were 65.4% homozygote typical 
(CC), 31.0% heterozygote (CA), and 3.6% homozygote atypical (AA). The C allele 
frequency was 80.9%, while the A allele frequency was 19.1%. Notably, the DMT1 
IVS4+44C/A polymorphism significantly influenced urinary cadmium levels, with 
the CA genotype showing higher levels than CC and AA genotypes. Urinary cadmium  
levels were also statistically increased with the presence of the A allele (A+= CA+AA) 
compared to its absence (A-= CC). Furthermore, our analysis revealed that individuals 
with the CC genotype more frequently surpass the reference values for urinary 
cadmium in HBM I and II across all age groups despite their overall urinary cadmium 
levels not being high.

Conclusion: This study indicates that the CA genotype may signify susceptibility to 
prolonged cadmium exposure, given its association with elevated urinary cadmium 
levels. Additional research is essential for a thorough grasp of the implications of 
DMT1 gene polymorphisms on health outcomes and for establishing monitoring 
measures for populations residing in cadmium-contaminated areas.
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Introduction
The largest zinc mining site in the country, formerly 

located in Mae Sot District, Tak Province, operated for 
over 32 years until its closure in 2017. During 2001-2004, 
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cadmium (Cd) accumulation as a byproduct of zinc 
smelting was observed in the environment and the food 
chain.1–5 Natural cadmium occurring contains eight stables 
and two radioactive isotopes.6 Cadmium primarily exists 
in the divalent cation (+2) oxidation state and exhibits 
slow oxidation.6 Despite the cessation of mining activities, 
cadmium continues to pose environmental and health 
concerns in the region. Cadmium has an exceptionally long 
biological half-life, with significant accumulations in the 
kidneys (6-38 years) and liver (4-19 years) following initial 
distribution in the blood (75 to 128 days).7,8 The remaining 
cadmium disperses throughout other tissues (9-47 years), 
with renal accumulations gradually excreted in the urine, 
making urinary cadmium levels an indicator of long-term 
exposure.7–9 Concerning the homeostatic mechanisms 
governing cadmium regulation, metallothionein (MT) and 
the divalent metal transporter 1 (DMT1) genes are key 
players in the process. Together, they form an intricate 
system dedicated to maintaining cadmium homeostasis. 
These components collaborate to mitigate cadmium 
toxicity by sequestering it within cells, regulating its 
uptake, and ensuring controlled elimination, thereby 
safeguarding the body against the adverse consequences 
of excessive cadmium exposure.10–15 Examining single 
nucleotide polymorphisms (SNPs) in genes associated 
with homeostatic mechanisms is crucial, as these genetic 
variations may be linked to the development of various 
diseases.11,14–17

	 In this study, the intronic region of DMT1 gene was 
used to investigate the IVS4 +44C/A polymorphism in the 
general population residing in cadmium-contaminated 
areas.  This position is in the intron 2 with C/A SNP in 
the intervening sequence 4+44 (IVS4+44) region.10,11 Our 
study population consisted of 306 subjects (158 females 
and 148 males) aged 35-60 years from Mae Sot District, 
Tak Province in western Thailand. The area was reported 
to have high levels of cadmium in the environment and 
its accumulation in food chains.1–3 The accumulation of 
cadmium in the body can be measured through blood or 
urinary cadmium levels, which are effective biomarkers 
for exposure. The study employed urinary cadmium 
levels in the population to indicate long-term exposure. 
The population was divided according to the German 
Commission on Human Biomonitoring (HBM) reference 
values for urinary cadmium exposure.18 Investigating 
patterns of DMT1 gene polymorphisms concerning 
cadmium exposure helps elucidate individual differences 
in susceptibility and improves risk assessments. Data on 
genetic polymorphisms in populations living in cadmium-
contaminated areas in Thailand is inadequate. Such 
data could significantly enhance our understanding of 
the interactions between genetics and environmental 
exposures, contributing valuable knowledge for future 
research. Thus, this study aimed to explore the association 
between the DMT1 IVS4+44C/A polymorphism and urinary 
cadmium levels in a population exposed to cadmium 
contamination

Materials and methods
Study subjects
	 In this study, 306 blood samples were collected from 
genetically unrelated and healthy individuals, including 
158 females (mean age 48.84±6.65 years; range 35-60 
years) and 148 males (mean age 50.57±6.45 years; range 
35-60 years). The study was conducted in the western 
Thai population living in cadmium-contaminated areas.  
The exclusion criteria for the subjects included a medical 
history of renal failure, kidney stones, osteoporosis, and 
carcinoma. Both genders were divided into 3 different age 
groups: 35 to 44, 45 to 54, and 55 to 60.  

DNA extraction and restriction fragment length polymorphism 
(RFLP) method
	 According to the manufacturer’s instructions, blood 
genomic DNA was extracted using the FavorPrepTM Blood 
Genomic DNA Extraction Mini Kit (Favorgen, Taiwan). DNA 
was stored at -20 °C until required for polymerase chain 
reaction (PCR) analysis. PCR amplification was performed 
using the following forward primer: 5′-GAC ACA TGC AAT 
ATC TGA CAT TG-3′ and reverse primer: 5′-AGG CTA CTA TCC 
AAC ATG CAG-3′.10,11 Each PCR reaction of 25 µL contained 
9.5 µL of OnePCRTM master mix with fluorescence dye 
(GeneDireX®, Taiwan), 2.5 µL of 10 µM of each primer, 1 
µL of DNA template, and 9.5 µL of nuclease-free H2O. The 
amplification was conducted using SimpliAmpTM Thermal 
Cycler (Thermo Fisher Scientific, USA) under the following 
conditions: initial denaturation at 94 °C for 5 min, followed 
by 35 cycles of denaturation at 94°C for 1 min, annealing 
at 60 °C for 1 min, extension at 72 °C for 1 min, and final 
extension at 72 °C for 5 min. For detection of the DMT1 
IVS4+44 C/A polymorphism (rs224589; GeneID: 4891; 
accession Number: NC_000012), PCR products were 
digested with MnlI restriction enzyme (Thermo Fisher 
Scientific, USA) by incubating at 37 °C for 4 hr. Each reaction 
of 20 µL contained 10 µL of PCR product, 2 µL of 10X buffer, 
7.75 µL of nuclease-free H2O and 0.25 µL of MnlI. Digested 
PCR products were examined using 3% (w/v) agarose gel 
electrophoresis. The PCR products of each variant were 
randomly selected and cleaned using the FavorPrepTM GEL/
PCR Purification Mini Kit (Favorgen, Taiwan) for Sanger 
sequencing. Ten microliters cycle sequencing reactions 
consisted of 1 µL of BigDyeTM Terminator v3.1 (Applied 
Biosystems, USA), 1 µL of BigDyeTM 5X running buffer, 1 
µL of 10 pM primer, 5 µL of nuclease-free H2O and 2 µL 
of purified PCR product.  The cycle sequencing conditions 
were as follows: 25 cycles of 96 °C for 10 sec, 50 °C for 
5 sec, and 60 °C for 4 min. Samples were purified using 
BigDyeTM XTerminatorTM purification (Applied Biosystems, 
USA) and sequenced using the Applied Biosystem 3500xL 
Genetic Analyzer (Applied Biosystems, USA). 

Urinary cadmium analysis
	 Cadmium levels and creatinine urine were measured 
by graphite furnace atomic absorption spectrometry 
(GFAAS) (Perkin Elmer, Analyst 600) and the automated 
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analyzer (Beckman coulter, AU 480 chemistry System) 
according to our previous protocols.19 The limit of 
quantification was 0.5 µg/L. Cadmium level (µg/L) was 
divided by the determined creatinine amount (gm/L) to 
obtain creatinine-adjusted urinary cadmium levels (µg/gm 
creatinine). 

Statistical analysis and reference values 
	 The study design was cross-sectional. The frequencies 
of alleles and genotypes were directly observed, and the 
departure from the Hardy-Weinberg equilibrium was 
evaluated by the Chi-Square (χ2) test.  The analysis of 
variance (ANOVA) or student’s t-tests was used to identify 
differences in means±SD of cadmium measures across 
categories of urinary cadmium level, age, and genotype. 
Urinary cadmium values used in this study were published 
by the German Human Biomonitoring (HBM) Commission.18 
The German Commission on HBM recommended two 
reference values, HBM I, and HBM II, for urinary cadmium 
based on toxicology and epidemiology studies. In adults 
(>25 years old), urinary cadmium levels below the lower 
HBM I alert level (2 µg/gm creatinine) are not considered 

to be a risk of advanced health effects. In contrast, action 
levels above HBM II (5 µg/gm creatinine) indicate an 
increased risk of adverse health effects in susceptible 
individuals in the general population.  

Results 
	 Of the 306 subjects enrolled in the study, the 
inclusion criteria required that participants have no 
history of kidney failure, kidney stones, osteoporosis, or 
carcinoma. The total geometric mean of urinary cadmium 
level was 4.03±4.15 µg/gm creatinine in females (ranging 
from 0.43 to 23.42 µg/gm creatinine) and 2.62±2.73 µg/
gm creatinine in males (ranging from 0.25 to 14.21 µg/
gm creatinine). Considering smoking history among 
individuals, non-smokers had lower urinary cadmium 
levels than smokers in both genders (Table 1). The female 
smokers had higher urinary cadmium levels than male 
smokers. However, there was no statistically significant 
difference between non-smokers and smokers among the 
female (p=0.406) and male (p=0.183) population living in 
the cadmium-contaminated areas. 

Table 1. Baseline characteristics of the study population according to self-reported smoking exposure.

Gender Variable N
Age±SD

(min-max) 
year

Geometric mean±SD of urinary Cd levels
(min-max), µg/gm creatinine p value

Female
Non-smoker 147 49±6.68

(35-60) 4.02±4.13 (0.43-23.42)
0.406

Smoker 11 50±4.70
(43-58) 4.11±4.59 (0.95-14.75)

Male
Non-smoker 73 51±7.45

(35-60) 2.43±2.78 (0.24-13.49)
0.183

Smoker 75 51±5.35
(37-60) 2.81±2.67 (0.37-14.21)

	 After total genomic DNA was extracted from the 
blood samples, the DMT1 intron was amplified, and 
amplicons of 351 bp were obtained (Figure 1 and Figure 2). 

The IVS4+44C/A SNP was determined based on PCR-RFLP 
technique using MnlI restriction enzyme with nonpalindromic 
sequence recognition (Figure 1 and Figure 2).
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Figure 1. Representative gel image of digested with MnlI restriction enzyme and undigested PCR products. (M 100 bp 
ladder), lanes 1, 2:  AA genotype (216, 100 bp), lanes 3, 4: CC genotype (183, 100 bp), lanes 5, 6: CA genotype (216, 183 

and100 bp), lane 7: undigested PCR product (351 bp), lane 8: negative control.

	 Genotype frequencies among 306 subjects were 
65.4% homozygote typical for CC (N=200), 31.0% 
heterozygote for CA (N=95), and 3.6% homozygote atypical 
for AA (N=11) (Table 2). The frequency of the C allele was 
80.9%, while that of the A allele was 19.1%.  The genotype 
and allele frequencies in both female and male individuals 

were consistent with the Hardy-Weinberg equilibrium 
(p=0.936 for females and p=0.938 for males) (Table 2).  
The frequency of the A allele in the female individuals was 
higher than in the male individuals; however, the results 
were not statistically significant (p=0.6812) (Figure 3). 

Figure 2. DNA sequence and cutting of the 351 bp amplicon with MnlI for the presence of A and C alleles.
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	 Individuals with the CA genotype had higher 
geometric mean urinary cadmium levels than the CC and 
AA genotypes. This study revealed that the cadmium 
levels were significantly higher in the combined male and 
female population with the presence of the A allele (A+ = 
CA+AA) compared to those without the A allele (A- = CC) 
(p=0.0007). Regarding gender, it was shown that female 
subjects with the CA genotype and male subjects with the 
AA genotype had higher urinary cadmium levels than those 

with the CC genotype. Females exhibited a statistically 
significant difference in cadmium levels (p=0.0001), while 
males did not show a statistically significant difference 
(p=0.0789). The values of urinary cadmium concentration 
based on HBM I (2 μg/gm creatinine) and HBM II (5 μg/
gm creatinine) for adults older than 25 years old were 
exceeded by 73% for CC, 80% for CA, and 82% for AA 
genotypes (Table 3).  

Table 2. Genotype and allele frequencies of DMT1 IVS4+44C/A polymorphism in female and male individuals.

Gender Polymorphism
Observed frequency of 

genotypes
Predicted frequency 

by Hardy-Weinberg equilibrium p value
N % N %

Female

IVS4+44C/C 93 58.9 94.98 60.1

0.936
IVS4+44C/A 59 37.3 55.05 34.8
IVS4+44A/A 6 3.8 7.98 5.1
IVS4+44C allele 245 77.5 - -
IVS4+44A allele 71 22.5 - -

Male

IVS4+44C/C 107 72.3 105.6 71.3

0.938
IVS4+44C/A 36 24.3 38.9 26.3
IVS4+44A/A 5 3.4 3.6 2.4
IVS4+44C allele 250 84.5 - -
IVS4+44A allele 46 15.5 - -

Total

IVS4+44C/C 200 65.4 200.2 65.4

0.946
IVS4+44C/A 95 31.0 94.6 30.9
IVS4+44A/A 11 3.6 11.2 3.7
IVS4+44C allele 495 80.9 - -
IVS4+44A allele 117 19.1 - -

Figure 3. Distribution of C and A allele frequencies in the female and male individuals.
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Table 3. DMT1 IVS4+44C/A polymorphism and urinary cadmium (U-Cd) level.

Gender Polymorphism N

Geometric 
mean±SD of

urinary Cd levels 
(µg/gm creatinine)

Human Biomonitoring (HBM) value
Frequency, N (%)

p value
<HBM I HBM I

(2 µg/gm 
creatinine)

HBM II
(5 µg/gm 

creatinine)

Female

CC 93 3.82±363 14 (15) 46 (50) 33 (35)

0.0001
(p<0.01)

CA 59 4.45±4.79 9 (15) 23 (39) 27 (46)
AA 6 2.89±4.77 1 (17) 3 (50) 2 (33)

A(-)(CC) 93 3.82±363 14 (15) 46 (50) 33 (35)
A(+)(CA+AA) 65 4.43±4.78 10 (15) 26 (40) 29 (45)

Male

CC 107 2.57±2.66 40 (37) 49 (46) 18 (17)

0.0789
(p>0.05)

CA 36 2.67±2.64 10 (28) 13 (36) 13 (36)
AA 5 3.34±4.54 1 (20) 2 (40) 2 (40)

A(-)(CC) 107 2.57±2.66 40 (37) 49 (46) 18 (17)
A(+)(CA+AA) 41 2.75±2.88 11 (27) 15 (36.5) 15 (36.5)

Total

CC 200 3.09±3.24 54 (27) 95 (48) 51 (25)

0.0007
(p<0.01)

CA 95 3.72±4.24 19 (20) 36 (38) 40 (42)
AA 11 3.04±4.46 2 (18) 5 (46) 4 (36)

A(-)(CC) 200 3.09±3.24 54 (27) 95 (48) 51 (25)
A(+)(CA+AA) 106 3.64±4.26 21(20) 41 (38) 44 (42)

	 A comparison between age ranges, genotype patterns, 
and levels of exposure revealed that both females and 
males showed high levels of cadmium exposure according 
to age (Figure 4). The increase in cadmium level showed a 
statistically significant difference with age and genotypes 
in both females (ANOVA, p=0.0020) and males (ANOVA 

p=0.0180). Focusing on the number of exposures to 
cadmium that exceeded the urinary cadmium reference 
values for HBM I and II across all ages, the results showed 
that individuals with the homozygote typical CC genotype 
more frequently exceeded these reference values (Figure 5).

Figure 4. Distribution of genotype and urinary cadmium levels in female and male subjects.
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Figure 5. Distribution of genotype and guideline values for urinary cadmium levels in female and male subjects.

Discussion
	 Divalent metal transporter 1 (DMT1) gene is known 
as the natural resistance-associated macrophage protein 
2 (NRAMP2) gene or the solute carrier family 1 member 
2 (SLC1A2) gene on human chromosome 12q13.10,11 
This gene encodes a member of a family of solute 
transporter proteins which are ubiquitously expressed 
in human tissues, and responsible for iron uptake in 
duodenal enterocytes and kidneys,11 iron-regulatory in 
the placenta,20 and iron homeostasis in brain.21  The DMT1 
is not only responsible for the uptake and translocation 
of iron from endosomes during the transferrin cycle but 
also absorbs and transports the other divalent cation 
metals, including manganese, copper, zinc, and some 
toxic metals such as lead and cadmium.11,22,23 In humans, 
metal excretion relies on homeostasis mechanisms rather 
than specific pathways. Cadmium absorption starts in the 
gastrointestinal tract, where intestinal metallothionein 
(MT) is protective to mitigate cadmium toxicity.12,13 The 
cadmium-metallothionein (Cd-MT) complex from the liver 
enters the bloodstream and is filtered by the kidneys into 
urine.12,13,24 However, if the amount of cadmium absorbed 
by the body exceeds the metallothionein ability to form 
complexes, cadmium accumulates.13,24.Additionally, the 
divalent metal transporter 1 (1) protein, responsible for 
iron absorption and divalent metal transport, including 
cadmium, can facilitate the transport of toxic heavy 
metals into cells.10,11,14,15 This process increases oxidative 
stress, inflammation, and DNA damage.14,15 Cadmium 
disrupts cellular function by interfering with essential 
metal transport processes, increasing oxidative stress, 
and promoting inflammation, ultimately contributing to 
cellular dysfunction and disease.14-15,22,25-28 The DMT1 gene 
polymorphisms have been linked to various diseases, 
including Parkinson’s disease,22 Wilson’s disease,25 

hypertension,26 iron deficiency anemia,27 and age-related 
macular degeneration (AMD).28

	 In this study, we observed the DMT1 IVS4+44 C/A 
polymorphism in a population historically contaminated 
by cadmium. Analysis of cadmium levels in urine, adjusted 
by urine creatinine, revealed a significantly higher 
geometric mean of urinary cadmium levels in females 
than males. Furthermore, urinary cadmium levels of non-
smokers and smokers were not significantly different 
between females and males living in areas with a history 
of cadmium contamination. The genotype frequencies in 
306 subjects were highest for the CC genotype (65.4%), 
followed by the CA genotype (31.0%) and the AA genotype 
(3.6%). The frequency of the C allele was higher than the 
A allele. This distribution was similar to studies conducted 
on the Turkish population.10,11 
	 Limited studies have explored the impact of DMT1 
IVS4+44 C/A polymorphism on heavy metal levels. A 
survey by Kayaalti et al. suggested that individuals with 
the CC genotype might be more susceptible to increased 
blood iron, lead, and cadmium levels than those with 
the AA and CA genotypes.11 Blood cadmium levels are 
reliable indicators of recent exposure,7 implying that the 
CC genotype may heighten susceptibility to short-term 
cadmium exposure, particularly in the general population. 
Our results indicate that individuals with the CA genotype 
exhibited higher geometric mean urinary cadmium levels 
than those with the CC and AA genotypes. Furthermore, 
although the overall urinary cadmium levels were not 
high, the highest frequency of the CC genotype among 
200 subjects exceeded urinary cadmium reference values 
for HBM I and II across all age groups. Thus, our findings 
suggest that DMT1 IVS4+44 C/A polymorphisms contribute 
to inter-individual variations in urinary cadmium levels. 
The CC genotype may signify susceptibility to recent 
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cadmium exposure in the general population. In contrast, 
the CA genotype may indicate susceptibility to long-term 
cadmium exposure in populations residing in cadmium-
contaminated areas. 

Conclusions 
	 This marks the initial investigation delving into the 
connection between the DMT1 IVS4+44 C/A polymorphism 
and urinary cadmium levels among genetically unrelated 
individuals residing in cadmium-contaminated regions. 
These findings could have important implications for 
identifying susceptible individuals to cadmium toxicity and 
developing effective prevention strategies. However, this 
study has limitations. First, there is limited population size, 
which must be replicated in other populations. Second, 
a lack of blood cadmium detection indicates recent 
exposure, allowing a comparison with previous studies. 
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ABSTRACT

Background: Verbal fluency assesses cognitive function in dementia and word 
retrieval in aphasia. However, the lack of data on verbal fluency among healthy 
older Thai individuals hinders comparisons with patient results. This is particularly 
concerning because older individuals are at higher risk for stroke and dementia. 
As Thailand has transitioned into an aging society, addressing this gap in data is 
essential.

Objective: This study aims to examine verbal fluency in Thai individuals aged 60 
and above, focusing on factors such as age, gender, and education level affecting 
word count. The goal is to update Thai data, provide more assessment options, and 
enhance understanding of related factors. This will improve the accuracy of result 
interpretation and inform treatment planning.

Materials and methods: The study involved 147 healthy Thai individuals aged  
60-89 living in Nonthaburi, Thailand. Participants must pass the Thai Mental State
Examination (TMSE), visual screening by naming a picture and reading text, hearing
screening through finger rubbing, oral reading (Noo Jaew Passage), and oral motor
examinations to include only healthy participants without speech impairment. The
speech-language pathologist, as an examiner, asks participants to generate words
within a minute for each category (randomly assigned: animal, object, and food).
Each intelligible and correct word in their category was scored. Researchers transcribed
the recordings and counted the words produced.

Results: The average age of the total participants was 70.59 (SD=7.25) years, 
with 110 women (75%). The average words are: 19.35 (SD=5.25) animals, 20.18 
(SD=6.70) objects, and 15.02 (SD=4.56) foods. Participants aged 60-69 exhibited the 
highest verbal fluency for animal, object, and food categories at 20.63 (SD=5.02), 
21.86 (SD=6.19), and 16.35 (SD=4.71), respectively.

Conclusion: The study investigates verbal fluency in older Thai individuals in  
Nonthaburi, focusing on animal, object, and food categories. Results show that 
fluency declines with age. While higher education enhanced performance in the animal 
and object categories, it did not affect the food category. Gender significantly impacted 
the food category, with females performing better, possibly due to cultural roles. 
The data can be helpful in clinical assessments and future research on cognitive 
aging in Thai populations.
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Introduction
Thailand has become an “Aging Society,” with 

over 10% of its population aged 60 years and older.  
Of the 66 million people, 13 million (19%) are in this age 
group.1 In Nonthaburi, 20% of the population is 60 and 
above. Older individuals are at higher risk for stroke and 
dementia.2 The prevalence of stroke in Thai adults aged 
45 and above is 1.88%, with a mean onset age of 65.3 The 
prevalence of dementia in Thailand varied from 2.35% 
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among adults aged 45 and above to 3.4-9.88% in those 
aged 60 and above.4-6 Women had a greater dementia rate 
than men, and it increased with age, doubling about every 
five years until 85 years of age.7

	 Verbal fluency tests effectively assess cognitive 
impairments related to both stroke and dementia. These 
tests evaluate word retrieval ability in the context of 
aphasia and cognitive function within one minute and 
categorize them into semantic fluency (listing words 
within a category) and phonemic fluency (naming words 
starting with a given letter).8 Examples of tests include 
verbal fluency; Western Aphasia Battery (WAB),9 Boston 
Diagnostic Aphasia Examination (BDAE),10 and Montreal 
Cognitive Assessment (MoCA).11 
	 Phonemic fluency requires literacy skills, while 
semantic fluency is generally more effortless but can be 
influenced by educational levels.12 Previous studies on 
Thai adults’ verbal fluency in the animal category lack 
comparisons between early and late older populations.12, 

13 Rather than relying solely on the animal category, 
broadening categories will improve assessment options. 
This study compares verbal fluency data among Nonthaburi 
older people aged 60-69, 70-79, and 80-89, focusing on 
animal, object, and food categories. Researchers selected 
these categories to provide more options for repeated 
assessments and prevent memorization. The study updates 
Thai verbal fluency data for Nonthaburi, identifies factors 
affecting word counts, such as age, gender, and education, 
and guides the selection of assessment categories. These 
insights will help explain results and plan appropriate 
training.

Materials and methods
	 The study population included healthy, older Thai  
individuals living in Nonthaburi, Thailand. The sample 
size calculation was performed using the finite sample  
proportion in the n4Studies application,14 utilizing the 
2019 data from the Department of Older Persons, which 
indicated 239,410 older individuals in Nonthaburi.15 The 
sample was stratified into age cohorts 60-69, 70-79, and 
80-89, mirroring the demographic distribution.16 The study 
included 147 people, with 84 participants aged 60-69, 45 
participants aged 70-79, and 18 participants aged 80-89. 
The participants were chosen via purposive sampling,  
selecting healthy clients or caregivers receiving services at 
Sirindhorn National Medical Rehabilitation Institute and 
members from the Center for Older People’s Quality of Life 
in Nonthaburi. The study was conducted through in-person 
contacts at these places, with participant recruitment starting 
in October 2020 and ending in July 2021. The Sirindhorn 
National Medical Rehabilitation Institute Human Ethics 
Committee, Nonthaburi Province, Thailand, accepted this 
study (63017). 
	 Inclusion criteria: healthy Thai individuals aged 60-89  
years, primarily using the Central Thai dialect, with no  
history of cerebral or neurological diseases, no severe visual 
or auditory impairments, and the ability to perform daily 

tasks independently. Exclusion criteria: TMSE score ≤23,17 
inability to read or repeat the passage intelligibly, and failure 
in the oral motor examination.
	 Participants had to pass dementia screening using 
the Thai Mental State Examination (TMSE).17 Vision and 
hearing were initially screened by questioning participants 
about any existing vision or hearing problems. Participants 
were observed to ensure they could see images and read 
the text correctly for visual screening during the TMSE and 
Noo Jaew Passage assessments,18 and hearing was evalu-
ated using a finger-rubbing test.19 Oral reading of the Noo 
Jaew Passage assessed intelligibility, and illiterate partic-
ipants repeated the text after an examiner. Oral motor 
examinations evaluated the functioning of the speech or-
gans. These screenings included only healthy participants 
with clear and intelligible speech. All participants provided 
written informed consent. Researchers and speech-lan-
guage pathologists (SLPs) conducted the screenings and 
assessments.
	 Participants had one 1 minute per category (animal, 
object, and food) to generate as many words as possible 
without cues. Categories were randomly allocated, and 
no examples were given to prevent bias. The researchers 
instructed participants that “food” is anything edible, typically 
complete dishes. Each intelligible and correct word in its 
category received one score. Repeated words, incorrect 
target language, intrusions (words outside the category), and  
non-specific words (e.g., “cooked food,” “fried food,” or 
“fish” without specifying boiled/fried/grilled) are not  
credited. Variations (starting or ending with the same word) 
are credited up to two scores. For example, if “noodles” and 
“fish noodles” are mentioned, only “fish noodles” will be 
credited. Similarly, “fried chicken,” “fried fish,” and “fried 
meat” will receive only two scores. Synonyms like “dog” and 
“canine” (or “สนุขั” and “หมา” in Thai) or “TV” and “television” 
(or “ทีวี” and “โทรทศัน”์ in Thai) will be credited once.
	 Researchers transcribed the recordings and counted 
the words produced. Percentage, mean, SD, and 95% 
confidence interval were used to examine demographic 
data. One-way ANOVA compared means across the three 
age groups; independent t-tests compared means between 
genders; and multiple regression analysis examined how 
age, TMSE score, gender, and education affected word 
count in each category. SPSS 29.0 was used for all analyses.

Results
	 The study included 147 healthy older people in  
Nonthaburi, 110 women and 37 men, 70 from the Center 
for Older People’s Quality of Life, and 77 from Sirindhorn 
National Medical Rehabilitation Institute. The mean TMSE 
score for the entire sample was 28.27 (SD=1.52). One-way 
ANOVA revealed significant differences in TMSE scores 
among the three age groups (p=0.017a), as presented in 
Table 1. An independent t-test indicated that the 60-69 
age group exhibited significantly higher TMSE scores than 
the 80-89 age group (p=0.024b). 
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	 The average years of education for the total sample 
was 13.39 (SD=4.60), with no significant differences observed 
among the three age groups (p=0.586a). The educational 
distribution of the participants is as follows: one participant 
is illiterate with non-formal education; 17 participants have 
completed 4-6 years of primary education; 38 participants  
have completed 7-12 years of secondary education; and 91  
participants have received 13-21 years of tertiary education. 
Within the tertiary education group, 12 hold diplomas, 50 
hold bachelor’s degrees, 27 hold master’s degrees, and 2 

hold doctorate degrees.
	 Verbal fluency averaged 19.35 (SD=5.25) words for 
animals, 20.18 (SD=6.70) for objects, and 15.02 (SD=4.56) 
for food. There were significant differences across all three 
categories among age groups (p<0.001a). In Table 2, an  
independent t-test showed that the 60-69 age group  
produced more animal and food words than the 70-79 and 
80-89 age groups, whereas the 80-89 age group created 
fewer object words.

Table 1. Demographic data and average words within 1 minute of each age group.
60-69

(N=84)
70-79

(N=45)
80-89

(N=18)
Total 

(N=147) p valuea

Age
(years)

65.07±2.67
(64.49, 65.65)

75.49±1.51
(75.03, 75.94)

84.11±1.93
(83.22, 85.00)

70.59±7.25
(69.42, 71.77) <0.001**

Female (%) 67 (80%) 33 (73%) 56 (50%) 110 (75%) 0.096

TMSE 28.54±1.41 
(28.23, 28.84)

28.07±1.50 
(27.62, 28.52)

27.50±1.79 
(26.67, 28.33)

28.27±1.52 
(28.02, 28.51) 0.017*

Education
(years)

13.52±4.45 
(12.56, 14.49)

13.56±4.43 
(12.22, 14.89)

12.33±5.72 
(9.69, 14.98)

13.39±4.60 
(12.64, 14.13) 0.586

Animal 20.63±5.02 
(19.54, 21.72)

18.09±5.08 
(16.56, 19.62)

16.56±5.15 
(14.18, 18.93)

19.35±5.25 
(18.50, 20.20) 0.001**

Object 21.86±6.19 
(20.51, 23.20)

19.42±6.85 
(17.37, 21.48)

14.28±4.91 
(12.01, 16.55)

20.18±6.70 
(19.10, 21.27) <0.001**

Food 16.35±4.71 
(15.32, 17.37)

13.71±3.21 
(12.75, 14.68)

12.11±4.60 
(9.99, 14.24)

15.02±4.56 
(14.28, 15.76) <0.001**

Note: values are reported as mean±SD (95% CI lower, 95% CI upper), atested via One-way ANOVA, *p<0.05, **p<0.01, considered 
statistically significant.

Table 2. Comparative analysis of age, TMSE, education, and verbal fluency between different age groups.
60-69 vs 70-79b 60-69 vs 80-89b 70-79 vs 80-89b

Age
(years)

-10.41 (-11.44, -9.39) 
p<0.001**

-19.04 (-20.48, -17.6) 
p<0.001**

-8.63 (-10.17, -7.08) 
p<0.001**

TMSE 0.47 (-0.2, 1.13) 
p=0.269

1.04 (0.1, 1.97) 
p=0.024*

0.57 (-0.44, 1.57) 
p=0.521

Education
(years)

-0.03 (-2.09, 2.03) 
p=1.000

1.19 (-1.71, 4.09) 
p=0.965

1.22 (-1.89, 4.34) 
p=1.000

Animal 2.54 (0.28, 4.8) 
p=0.022*

4.08 (0.9, 7.26) 
p=0.007**

1.53 (-1.88, 4.95) 
p=0.836

Object 2.43 (-0.37, 5.24) 
p=0.112

7.58 (3.64, 11.52) 
p<0.001**

5.14 (0.91, 9.38) 
p=0.011*

Food 2.63 (0.71, 4.56) 
p=0.003**

4.23 (1.53, 6.94) 
p<0.001**

1.6 (-1.3, 4.5) 
p=0.551

Note: values are reported as mean difference (95% CI lower, 95% CI upper),btested via independent T-test, *p< 0.05, **p<0.01, considered 
statistically significant

	 A multiple linear regression analysis examining 
the factors influencing verbal fluency determined that 
increased age was associated with fewer words across all 
three categories. Conversely, higher TMSE scores were 
correlated with an increased number of words in each 

category. Additionally, more years of education were 
linked to an increased number of words in the animal 
and object categories; however, education level did 
not significantly affect the number of words in the food 
category (coefficient=0.11, p=0.158), as detailed in Table 3.



I. Suttichujit et al.  Journal of Associated Medical Sciences 2024; 57(3): 230-236 233

Table 4. Comparison of characteristics by gender.

Female (N=110) Male (N=37) p valueb

Age 69.89±6.76 (68.63, 71.16) 72.67±8.31 (70.00, 75.35) 0.043*
TMSE 28.27±1.52 (27.99, 28.56) 28.24±1.53 (27.75, 28.74) 0.919

Education 13.08±4.78 (12.19, 13.97) 14.30±3.93 (13.03, 15.56) 0.165
Animal 19.69±5.39 (18.68, 20.70) 18.35±4.75 (16.82, 19.88) 0.181
Object 20.65±6.95 (19.35, 21.94) 18.81±5.75 (16.96, 20.66) 0.150
Food 15.59±4.60 (14.73, 16.45) 13.32±4.03 (12.03, 14.62) 0.008**

Note: btested via independent T-test, *p<0.05, **p<0.01, considered statistically significant.

Table 5. Comparison of study data across different languages. 
Study Language N Age Education Animal
Teerapong9

Thai
30 52.5±6.8 10.6±5.7 17.7±3.4

Muangpaisan et al.13 30 63.7±7.3 6.7±3.2 17.3±6.4
Charernboon12 61 64.7±6.7 10.4±5.0 19.4±5.0
This study 147 70.6±7.3 13.4±4.6 19.4±5.3
Tombaugh et al.20

English
259 60-79 9-21 17.1±4.3

Brickman et al.21 55 61-82 13.0±3.2 17.4
Knight et al.22 272 73.7±5.8 0-16 18.8±4.7
Kempler et al.23 Vietnamese 60 71.6±5.8 8.6±4.2 17.3±5.2
Chan & Poon24 Chinese 156 71.4±5.4 7.5±6.1 14.5±4.2
Ostrosky-Solis et al.25 Spanish 181 60-90 7-12 17.9±4.7
Mathuranath et al.26 Malayalam 153 66.9±5.6 7.2±6.1 7.8±3.6
Kavé27 Hebrew 166 51-85 8-24 19.0±5.0
Pekkala et al.28 Finnish 30 66.7±5.5 9.7±3.3 18.9±4.7
Ryu et al.29 Korean 3025 71.7±6.7 7.4±5.2 12.9±4.2
Cavaco et al.30 Portuguese 487 60-89 0-20 14.8±5.1
Vogel et al.31 Danish 100 70.9±6.4 11.9±2.6 21.3±4.8

Note: values are reported as mean±SD.

	 Gender did not significantly impact the number 
of words in the animal and object categories but did  
influence the food category (coefficient=1.89, p=0.016). 
When comparing genders, only the average age and 

the number of words in the food category demonstrated 
statistically significant differences (p=0.043 and p=0.008, 
respectively), as illustrated in Table 4.

Table 3. Regression coefficients and significance levels of each verbal fluency.
Animal Object Food

Age -0.17 
(p=0.003**)

-0.25 
(p<0.001**)

-0.18
 (p<0.001**)

TMSE 0.69 
(p=0.020*)

1.17 
(p=0.001**)

0.73 
(p=0.004**)

Education 0.23 
(p=0.017*)

0.47 
(p<0.001**)

0.11 
(p=0.158)

Gender 1.13 
(p=0.224)

1.67 
(p=0.113)

1.89 
(p=0.016*)

Note: values are reported as regression coefficients with p values,*p<0.05, **p<0.01, considered statistically significant.

Discussion
	 This study is the first to investigate verbal fluency 
in older Thai individuals with the highest average 
educational attainment of 13.39 (SD=4.60) years, focusing 
on vocabulary in the Thai language’s animal, object, and 
food categories. A literature review revealed no prior 

studies on word counts in the categories of objects or food, 
although related studies in categories such as furniture, 
clothing, vegetable, and fruit exist.32,33 However, these are 
not directly comparable due to the broader definitions of 
object and food. Therefore, the comparison here is limited 
to the animal category, as shown in Table 5.
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	 Verbal fluency scores vary across languages and are 
influenced by age, education, and cultural context.32, 33 In 
Thai studies, Teerapong reported 17.7 (SD=3.4) words,9 
Muangpaisan et al. found 17.3 (SD=6.4) words,13 and 
Charernboon reported 19.4 (SD=5.0) words.12 This study, 
with participants averaging 70.6 (SD=7.3) years of age and 
13.4 (SD=4.6) years of education, found an average of 19.4 
(SD=5.3) words, consistent with Charernboon’s findings. 
This study’s average TMSE score was 28.3 (SD=1.5), 
similar to the previous study by Muangpaisan et al., which 
reported a score of 28.1 (SD=1.8).13

	 Comparing these results with studies in other 
languages reveals diverse outcomes. English studies by 
Tombaugh et al. reported 17.1 (SD=4.3) words,20 Brickman 
et al. found 17.4 words,21 and Knight et al. reported 18.8 
(SD=4.7) words.22 Chinese studies by Chan and Poon 
reported 14.5 (SD=4.2) words,24 and Spanish studies by 
Ostrosky-Solis et al. found 17.9 (SD=4.7) words.25 Danish 
studies by Vogel et al. reported the highest average of 21.3 
(SD=4.8) words.31 The study conducted by Mathuranath et 
al. in the Malayalam language reported the lowest average 
of 7.8 (SD=3.6) words.26 
	 These differences emphasize that verbal fluency 
scores are language-specific and cannot be directly 
compared across languages. This highlights the need for 
culturally and linguistically appropriate normative data to 
assess verbal fluency accurately.32,33 Factors such as word 
length and cultural differences in language use affect 
performance.32 For example, Kempler et al. found that 
Spanish speakers had lower verbal fluency scores than 
Vietnamese speakers, attributing this to the longer word 
length in Spanish.23 Pekkala et al. noted that although 
Finnish words are generally longer than English words, 
there was no significant difference in verbal fluency scores 
between Finnish and English speakers.28 In Thai, the 
nature of the language adds another layer of complexity. 
For example, the use of word-guides presents unique 
challenges and opportunities in verbal fluency tasks: words 
starting with “ปลา” (pla/fish): “ปลาทอด” (pla-tod/fried fish), 
“ปลานึง่” (pla-nueng/steamed fish), “ปลาตม้” (pla-tom/boiled 
fish); words starting with “นก” (nok/bird): “นกยงู” (nok-
yung/peacock), “นกพิราบ” (nok-pirab/pigeon), “นกอินทร”ี (nok-
insee/eagle); Words ending with “ยา่ง” (yang/grill): “ไก่ยา่ง” 
(gai-yang/grilled chicken), “หมยูา่ง” (moo-yang/grilled pork), 
“เนือ้ยา่ง” (nuea-yang/grilled beef). In this study, researchers 
defined precise criteria for variations of a term that 
share the same first or last word. These variations were 
considered valid only if they did not exceed two variations. 
Other common rhyme word groups include “หม ูหมา กา ไก่” 
(moo-ma-ga-gai/pig-dog-crow-chicken) and “ชา้ง มา้ ววั ควาย” 
(chang-ma-wua-khwai/elephant-horse-cow-buffalo). If no 
variations or intrusions exist, each word is counted as one 
point.

Impact of Education and Age
	 In agreement with most normative studies, 
performance on the semantic fluency test declined with 
age34-36 and increased with education.20,34,35 Education 
affects verbal fluency (animal) in Chinese, English, Greek, 

Hebrew, Malayalam, Portuguese, and Spanish.20,23-27, 30,33,36 
When using these normative data clinically, educational 
data should be considered. These findings confirm literacy’s 
role in semantic fluency.37 However, the association 
pattern is specific to the “animal” category. Literacy may 
affect other categories more or less, depending on their 
ecological or cultural relevance.37 Our study found no 
significant correlation between education level and the 
food category.

Gender Differences
	 The gender effect is inconsistent across studies. 
No gender effect in the animal category was found in 
Dutch, English, Hebrew, and Malayalam.20,26,27,33,38 Most 
studies in the literature are consistent with these negative 
findings.20,34,35 However, a gender impact was observed in 
Chinese and Greek.24,33,36, presumably because women are 
less educated.24 Some studies report significant gender 
effects in other categories similar to our findings.36,38,39 For 
example, while men may perform better in naming tools, 
women name fruits better.39 Our study found significant 
gender-related differences only in the food category, 
not animal or object categories. This may be because 
Thai women typically prepare food.40 Cultural factors, 
including gender-specific responsibilities and educational 
opportunities, affect language fluency.

Conclusion
	 This study is one of the first to investigate verbal 
fluency in literate older Thai individuals in Nonthaburi 
and focuses on vocabulary in animal, object, and food 
categories. The results provide critical normative data for 
semantic fluency in the Thai language, highlighting the 
influence of age, education, and gender on verbal fluency 
performance.
	 Verbal fluency declined with age across all categories. 
The 60-69 age group exhibited significantly higher verbal 
fluency scores than the 70-79 and 80-89 age groups. 
Higher levels of education were associated with better 
performance in the animal and object categories. However, 
education did not significantly impact performance in the 
food category. Gender had a significant impact only on the 
food category, where females performed better, likely due 
to cultural roles in food preparation. These findings in the 
animal category align with previous research across various 
languages, emphasizing the importance of considering 
demographic factors when evaluating cognitive health in 
the elderly. 
	 The normative data provided by this study can serve 
as a valuable reference for clinical assessments and future 
research on cognitive aging in Thai populations, particularly 
those with complete secondary education. However, the 
study sample included fewer participants aged 80 and 
above. Most participants were from Nonthaburi province, 
similar to Bangkok but may only partially represent 
Thailand’s older population. This shortcoming may limit 
the findings’ applicability to other sociocultural locations. 
Age, education, and culture should be considered when 
assessing verbal fluency.
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