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The method for classification of noise in computed radiography image
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Introduction: Nowadays, conventional X-ray images are replaced by digital X-ray imaging, such as computed
radiography (CR) images. Advantages of digital X-rays are, for example, the images can be easily viewed, duplicated
and stored. The obtained images can be scaled, measured, compared and adjusted for brightness and contrast,
thus enhance diagnosis performance. However, image noise is a key factor that reduces quality of X-ray images. It

sometimes causes a deficiency in images leading to misdiagnosis.
Objectives: To classify the noise type in CR images by Naive Bayes algorithm.

Materials and methods: Firstly, an original image was created for the study. Secondly, a number of instances were
created. Each instance was constructed by overlaying various levels of known-noise over the original image. Here,
the Gaussian, Poisson and impulse types of noise were considered. Also, the features, mean, SD, MSE, and PSNR
were extracted from the modified CR images in this step. Thirdly, the most effective features were selected for
classifying type of noise. Fourthly, models were built and evaluated. Finally, noise type in CR image was determined

according to the model.
Results: The study was evaluated for classifying noise in CR image, which had 90% correctness.

Conclusion: The study showed that noise in CR system was Poisson noise with precision of 0.95, the recall of
0.73, and the F-measure of 1.13.
Journal of Associated Medical Sciences 2017; 50(2): 275-285. Doi: 10.14456/jams.2017.27
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Table 1 Confusion matrix for evaluating the categorical output.

Data retrieved (+)

Data not retrieved (-)

Relevant data (+) P

Irrelevant data (-) FN

FP
™

Denote: TP = True Positive, FP = False Positive, FN = False Negative, TN = True Negative

Precision =

TP
Recall =

(TP +FP)

2Precision
F - Measure =

(Precision + Recall)
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Figure 5 Model usage.
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Table 2 Detail of features in feature extraction step.

Feature Maximum Minimum  Mean SD
Mean 18.463 17.766 17.870 0.103
SD 18.12 12.89 13.433 0.856
MSE 8.128 0.011 1.647 2137
PSNR 67.747 39.031 50.704 7.339

Class = Gaussian (100), Poisson (100), Impulse (100)

Journal of Associated Medical Sciences

Table 3 Performance estimation of feature selection.

Subset Performance estimation
(%)
{Mean} 75.00
{Sh} 73.67
{MSE} 67.33
{PSNR} 63.67
{Mean, SD} 82.33
{Mean, MSE} 86.00
{Mean, PSNR} 88.67
{SD, MSE} 81.67
{SD, PSNR} 83.00
{MSE, PSNR} 68.00
{Mean, SD, MSE} 84.00
{Mean, SD, PSNR} 86.33
{Mean, MSE, PSNR} 83.67
{SD, MSE, PSNR} 77.67
{Mean, SD, MSE, PSNR} 86.33

NN 3 a]:Lﬁuvleﬁ’h“gmaaQmé’nwmzmww:ﬁ'
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Table 4 Detail of features in modeling step.

Feature Maximum Minimum Mean SD
Mean 18.482 17.662 17.869 0.106
PSNR 67.747 38.991 50.624 7.280

Class = Gaussian (300 instances), Poisson (300 instances), Impulse (300 instances)

Table 5 Modeling evaluation.

k-fold cross validation

Correctly classified instance (%)

2 89.11
3 88.89
4 88.33
5 89.33
6 88.89
7 89.56
8 89.22
9 89.89
10 89.56
11 89.89
12 89.78
13 89.67
14 90.00
15 89.44
16 89.89
17 89.11
18 88.89

ﬁagamnms’mﬁ 5 92LARLA97 WUUII809

fmsudtuunay g mIunInluniniansisdTon sl

wnaila 14-folds cross validation a’m’mm‘imuné’tyrywm

iumuvl,ﬁgﬂﬁaamﬂﬁq@ fa Ja88z 90.00
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Table 6 Cross-validated confusion matrix for classifier.

Retrieved or Classified as (Gaussian) (Poisson) (Impulse) Test set
Gaussian 292 8 0 300
Poisson 78 219 3 300
Impulse 0 4 296 300
370 231 299 900

UAZWLIN NI Tzan e seaNTNIWUBILLUINR DY
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Wiy 0.73 wazAaWllmaIvinny 1.13 wassyy I
SUNIULULBUNRFRANANUALITINAL 0.99 drduin
WinAL 0.99 uazdAtaniuLTasivinny 1.00 (Table 7)

Table 7 Detailed accuracy by class.

A 6 =
ANWLaNTLIHDa13 W3 unseen data LIuAW
& AN o & &
lanoagFenin ignaadyyimsuniuainganduiives
17.947
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sunsnduun laidusyyrasunisiuuds

Precision Recall F-measure
Gaussian 0.79 0.97 0.90
Poisson 0.95 0.73 1.13
Impulse 0.99 0.99 1.00
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