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(CT) heavily relies on radiologists’ expertise for accurate interpretation. However,
the increasing demand for this critical task exceeds the available radiologist
workforce, necessitating innovative solutions. This research addresses this
challenge by introducing deep learning techniques to enhance the initial screening
of stroke cases, thereby augmenting radiologists’ diagnostic capabilities.

Objective: This study aims to compare four techniques for classifying stroke lesions
in CT images.

Materials and methods: Four distinct models-CNN-2-Model, LeNet, GoogleNet,
and VGG-16-were trained using a dataset comprising 1,636 CT images, including
1,111 normal brain images and 525 stroke images. Seventy percent of the images
were used to train the most effective deep learning model, and subsequently,
these images were utilized to evaluate the performance of each model. The evaluation
involved assessing accuracy, precision, sensitivity, specificity, F1 score, false positive
rate, and AUC.

Results: The evaluation process included a comprehensive statistical analysis of
the models’ prediction results. The findings revealed that VGG-16 emerged as the
top-performing deep learning model, achieving an impressive accuracy of 0.969,
precision of 0.952, sensitivity of 0.952, specificity of 0.978, F1 score of 0.952, false
positive rate of 0.022, and AUC of 0.965.

Conclusion: In conclusion, deep learning techniques, particularly the VGG-16
model, demonstrate significant promise in enhancing the accuracy of stroke lesion
classification in CT images. These findings underscore the potential of leveraging
advanced technologies to address the growing challenges in stroke diagnosis and
pave the way for more efficient and accessible healthcare solutions.

Introduction

A stroke occurs when there is a sudden disruption
in the blood supply to the brain, leading to an immediate
impairment of brain function. It manifests in two primary
forms: ischemic stroke and hemorrhagic stroke.! The
World Health Organization (WHO) report on World Stroke
Day in 2022, observed on October 29, emphasizes stroke
as the primary cause of global disability and the second
leading cause of death.?2 According to the 2022 Global
Stroke Factsheet, strokes contribute to five million annual
fatalities worldwide. In Thailand, data from the Ministry
of Public Health for 2022 reports 37,802 cases, translating
to 58.0 patients per 100,000 individuals in the Thai
population. This underscores a rising incidence of stroke
cases, aligning with global trends, and notably, stroke
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ranks as the second leading cause of death among the
elderly in Thailand.?

The traditional diagnostic approach for stroke involves
a thorough examination, encompassing medical history
assessments, physical examinations, and imaging
studies such as CT scans and MRIs.** Gathering medical
history entails obtaining information about the patient’s
background, including risk factors like hypertension,
diabetes, smoking, and prior strokes. Physical examination
assesses neurological symptoms, covering aspects such as
strength, coordination, reflexes, and sensory function.

Imaging studies, crucial to the diagnostic process,
include CT scans (Computed Tomography) and MRI
(Magnetic Resonance Imaging).** CT scans are frequently
employed for the swift determination of whether a stroke
is ischemic or hemorrhagic. Furthermore, they aid in
pinpointing the location and extent of the damage. MRI,
offering more detailed images compared to CT scans, is
particularly valuable for detecting ischemic strokes. The
advent of artificial intelligence (Al) in medical imaging
has opened avenues for improving the accuracy and
efficiency of stroke detection. Al algorithms trained on
extensive datasets of medical images, possess the capacity
to autonomously analyze intricate patterns, potentially
revolutionizing the diagnostic process.®’

In recent studies for stroke classification, Ammar et
al. compared five deep learning models (ReNet50, VGG-16,
Xception, InceptionV3, and InceptionResNetV2), with VGG-
16 demonstrating the highest performance accuracy at
96.0% for intracranial hemorrhage.® Worachotsueptrakun
compared four deep learning models (AlexNet, VGG-16,
GoogleNet, and ResNet), with GoogleNet exhibiting the
best performance, achieving accuracy, precision, recall,
and Fl-score of 92.00%, 94.00%, 83.96%, and 88.70%,

Brain
segmentation

respectively.’ Additionally, Vamsi et al. achieved an
accuracy of 97.81 % using VGG-16 and random forest. ©

This study aims to compare the efficacy of stroke
classification among four models using brain CT images.
Specifically, the research seeks to assess the performance
of four conventional neural networks-CNN-2-Model,
LeNet, GoogleNet, and VGG-16-utilizing deep learning
techniques for stroke classification.

Materials and methods
Data collection

The 1,636 CT images were collected from Kaggle.
1112 This dataset included 1,111 normal brain images
and 525 stroke images. Inclusion criteria comprised axial
CT image plane, non-ionic contrast media images, and
indicated labels for stroke and normal. Exclusion criteria
encompassed multi-lesion brain images, unidentified
results, and images of the base of the skull region. For
image preparation, the dataset was divided into three
groups: 70% for training, 20% for validation, and 10% for
testing. A total of 328 images were selected for training
the brain segmentation.

Stoke classification technique

The stroke detection process in this study has two
parts: brain segmentation and stroke classification, as
shown in Figure 1. For brain segmentation, we use the
U-net architecture to separate the brain tissue from
the skull bone in CT images.® Subsequently, the brain-
segmented images were trained using four convolutional
neural network models (CNN-2-Model, LeNet, GoogleNet,
and VGG-16), and their performance in stroke classification
was compared.

CNN-2 / LeNet / GoogleNet / VGG-16

Classification Performance Evaluation

Accuracy, Precision, Sensitivity,
Specificity, False positive rate,
Fl-score, AUC
ROC curve

Figure 1. Flowchart of stoke detection.
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Brain segmentation

In brain segmentation, we apply the U-net architecture
modified from Kairess’s model as shown in Table 1.2*The
input consists of 328 images (256x256x1 pixels). The
contracting path follows the typical architecture of a
convolutional network, with the repeated application of
3x3 convolutions, each followed by a rectified linear unit
(ReLU), and a 2x2 max-pooling operation with a stride of
2 for down sampling. Every step in the expansive path
consists of upsampling the feature map followed by a 3x3
convolution that halves the number of feature channels, a

Table 1. U-net architecture parameters.

concatenation with the correspondingly cropped feature
map from the contracting path, and each followed by a
sigmoid. The 32x32x128 dense layer was connected to the
down-up sampling. At the final layer, 256x256x64 pixels,
with a 3x3 convolution and a 1x1 convolution, is followed
by a sigmoid. The model was trained using a learning rate
of 0.000001. The network training was set to a batch size of
32 for 80 epochs. The Dice similarity coefficient (DSC), Dice
loss, and Weighted bce Dice loss were used to evaluate the
performance of brain segmentation.

‘ Layer (type) Output Shape Parameter
input_1 (InputLayer) (None, 256, 256, 1) 0
conv2d (Conv2D) (None, 256, 256, 32) 320
max_pooling2d (MaxPooling2D) (None, 128, 128, 32) 0
conv2d_1 (Conv2D) (None, 128, 128, 64) 18496
max_pooling2d_1 (MaxPooling2D) (None, 64, 64, 64) 0
conv2d_2 (Conv2D) (None, 64, 64, 128) 73856
max_pooling2d_2 (MaxPooling2D) (None, 32, 32, 128) 0
dense (Dense) (None, 32, 32, 128) 16512
up_sampling2d (UpSampling2D) (None, 64, 64, 128) 0
conv2d_3 (Conv2D) (None, 64, 64, 128) 147584
up_sampling2d_1 (UpSampling2D) (None, 128, 128, 128) 0
conv2d_4 (Conv2D) (None, 128, 128, 64) 73792
up_sampling2d_2 (UpSampling2D) (None, 256, 256, 64) 0
conv2d_5 (Conv2D) (None, 256, 256, 1) 577

Total parameters: 331,137, Trainable parameters: 331,137, non-trainable parameters: 0

Comparative analysis for stroke detection

The 1,636 CT images were collected from Kaggle.!**?
This dataset included 1,111 normal brain images and 525
stroke images. For image preparation, 70 % of the images
were used for training, 20% for validation, and 10% for
testing. The brain segmentation images were trained,

Table 2. The structure of four models.

validated, and tested using four model techniques (CNN-
2-Model, LeNet, GoogleNet, and VGG-16). The optimizer
used was the Adam method, and the loss function
employed was cross-entropy. The structure of the four
models is shown in Table 2. The models were trained on
Google Colab with Tesla T4.

Model CNN2-model LeNet GoogleNet VGG-16
Input layer 256x256x1 256x256x1 256x256x1 256x256x1
1. AConv 1. AConv 1. AConv 1. Two Conv
1% Blocks 2. Relu 2. Relu 2. Relu 2. Relu
3. a MaxPooling 3. a MaxPooling 3. a MaxPooling 3. a MaxPooling
1. AConv 1. A Conv 1. Two Conv 1. Two Conv
2" Block 2. Relu > Relu 2. Relu 2. Relu
3. a MaxPooling ’ 3. a MaxPooling 3. a MaxPooling
) 1. Two inceptions L. Three Conv
3 Block - 2. MaxPooling 2. Relu
' 3. a MaxPooling
- L . 1. Three Conv
4t Block - ; K;I\;i:;ijﬁ]hgons 2. Relu
' 3. a MaxPooling
- 1. Two inceptions 1. Three Conv
5t Block - 2. AvePooling 2. Relu
(0.4 dropout) 3. a MaxPooling
Output layer 1. Aflattened layer 1. Aflattened layer 1. Aflattened layer 1. Aflattened layer
2. Two dense layers 2. Two dense layers 2. Two dense layers 2. Two dense layers
3. Softmax (2 class) 3. Softmax (2 class) 3. Softmax (2 class) 3. Softmax (2 class)

Note: Conv: convolutional, Relu: rectified linear unit
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Statistical evaluation

Table 3 represents the confusion matrix for evaluating
the efficiency of the four models in classifying stroke and
normal brain images on CT images where:

True Positives (TP): The model correctly detects
and classifies strokes.

True Negatives (TN): The model correctly identifies
normal images without detecting
a stroke.

False Positives (FP): The model incorrectly detects a
stroke on a normal image or an
incorrect lesion.

False Negatives (FN): The model fails to detect a
stroke on an actual stroke image.

Table 3. Confusion matrix of stoke detection.

Model Pathology Total
Stroke Normal
Stroke (positive) TP FP TP+FP
Normal (negative) FN TN FN+TN
Total TP+FN FP+TN  TP+FP+FN+TN

The performance of the model was analyzed. The
accuracy, positive predictive value (precision), sensitivity
(recall), specificity, F-1 score, and false positive rate were

calculated using Equations (1) to (6). The receiver operating
characteristic curve (ROC) and area under the curve (AUC)
were also evaluated.

TP+TN

Accuracy = “TPiFP+TNSEN (1)
Precision = T;EFP (2)
Sensitivity (Recall) = TEZFN (3)
Specificity = % (4)
Fl-score = 2* Precision*Sensitivity (5)

Presision+Sensitivity

False Posotive Rate = 1-Specificity (6)

Results

Allbrain CTimages were segmented, as demonstrated
in Figure 2, showing the result that the U-net deep learning
model can segment the brain CT images in this study. The
predicted area indicates a higher performance of brain
segmentation. The average Dice similarity coefficient
(DSC) is 0.963, with a Dice loss of 0.037 and a Weighted
BCE Dice loss of 0.185.

Initial image Mask

Overlap mask
and predicted

Predicted

DSC=0.963

Dice loss = 0.037

Weighted bce dice loss = 0.185

Figure 2. Segmented brain CT image.
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Table 4 presents the results of evaluating the four
models for detecting stroke lesions in CT images. The
highest accuracy was achieved by VGG-16 (0.969), while
the best precision was observed with GoogleNet (0.976),
with VGG-16 as the second-best (0.952). VGG-16 (0.952)
also demonstrated the highest sensitivity, whereas
GoogleNet had the lowest sensitivity. The specificity of

Table 4. The performance of four models

VGG-19 (0.978) was slightly lower than that of GoogleNet
(0.988). The F1-score of VGG-16 (0.952) was higher than
that of GoogleNet (0.901), CNN-2 model (0.886), and
LeNet (0.886). Additionally, the false positive rate of VGG-
16 (0.022) was lower than that of the CNN-2 model (0.074)
and LeNet (0.074), and comparable to GoogleNet (0.012).

Model Accuracy Precision  Sensitivity  Specificity F-1 score False positive Rate
CNN-2-model 0.932 0.833 0.946 0.926 0.886 0.074
LeNet 0.932 0.833 0.946 0.926 0.886 0.074
GoogleNet 0.932 0.976 0.837 0.988 0.901 0.012
VGG-16 0.969 0.952 0.952 0.978 0.952 0.022
z
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Figure 3. The receiver operating characteristic curves and areas under the curve of the CNN-2, LeNet,
GoogleNet, and VGG-16 models.
ROC curve and AUC of the VGG-16 (Green Line) model, presented in Figure 3, confirm the highest performance in the
detection of strokes in brain CT images. The second-best performance is observed in GoogleNet (Blue Line).
The ROC curve and AUC of the CNN-2 (Yellow Line) model are equal to those of LeNet (Red Line), and they exhibit the
lowest performance.

Discussion

The primary goal of this study was to address
the challenges in stroke diagnosis by introducing and
comparing four deep learning techniques for classifying
stroke lesions in CT images. The overarching objective was
to enhance the diagnostic capabilities of radiologists and
contribute to the development of innovative solutions
to meet the increasing demand for accurate stroke
interpretation. Our evaluation process involved training
and assessing four distinct models-CNN-2-Model, LeNet,
GoogleNet, and VGG-16-using a dataset comprising 1,636
CT images. Notably, the dataset included a balanced
representation of 1,111 normal brain images and 525
stroke images, providing a comprehensive basis for model
training and evaluation.

Our study revealed that among the evaluated
models, VGG-16 emerged as the top-performing deep
learning model. With an accuracy of 0.969, an F-1 score

of 0.952, and an AUC of 0.965, VGG-16 demonstrated
superior capabilities in accurately classifying stroke lesions
in CT images. The robust performance of VGG-16 can be
attributed to its deep architecture and its ability to capture
intricate patterns within the image data. The model’s
capacity to learn hierarchical features is particularly
advantageous in the nuanced task of stroke lesion
classification, contributing to its superior performance
compared to other models.

In previous studies, Ammar et al. compared five deep
learning models (ReNet50, VGG-16, Xception, InceptionV3,
and InceptionResNetV2), with VGG-16 demonstrating the
highest accuracy performance at 96.0 % for intracranial
hemorrhage.® Worachotsueptrakun compared four deep
learning models (AlexNet, VGG-16, GoogleNet, and
ResNet), with GoogleNet exhibiting the best performance,
achieving accuracy, precision, recall, and Fl-score of
92.00%, 94.00%, 83.96%, and 88.70%, respectively.’
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Chen et al. studied four methods (CNN-2, VGG-16,
ResNet-50, and ResNet-50 without dropout) and varied
the batch size of training models to 8, 16, 32, 64, and 128,
respectively.’* The best performance was observed in
CNN-2 and ResNet-50 without dropout, using a batch size
of 128 (98.72% accuracy), followed by CNN-2 with a batch
size of 32. Chen’s work indicates the effect of batch size on
the accuracy of training model performance. Additionally,
hybrid algorithms have shown high performance. Ozaltin
et al.®® used the hybrid technique of OzNet (Deep Learning
combined with Decision tree (Machine learning)) and
achieved 98.42% accuracy, compared with only OzNet,
where the accuracy of the hybrid method surpassed that
of the sole deep learning method (87.74% accuracy).
Vamsi et al. achieved an accuracy of 97.81% using VGG-
16 and random forest, representing another successful
hybrid approach.*®

Implications and future directions

The success of VGG-16 in this study underscores
the potential of leveraging deep learning techniques to
enhance the accuracy and efficiency of stroke diagnosis.
The application of such models in the initial screening
of stroke cases holds promise for reducing the burden
on radiologists and addressing workforce shortages.
However, it is crucial to acknowledge certain limitations
in our study, such as the reliance on a specific dataset
and the need for further validation on diverse datasets to
ensure the generalizability of the findings. Additionally,
the interpretability of deep learning models remains
an ongoing challenge, and efforts to enhance model
explainability are essential for fostering trust in clinical
applications.

Conclusion

In conclusion, our research provides valuable insights
into the comparative analysis of deep learning techniques
for stroke lesion classification in CT images. The superior
performance of VGG-16 highlights its potential as a
valuable tool in the initial screening of stroke cases. As
technology continues to advance, further research and
collaboration between clinicians and technologists will be
essential to harness the full potential of deep learning in
improving stroke diagnosis and patient outcomes.
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