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บทคดัย่อ 

วตัถปุระสงค:์ เพื่อหาแบบจ าลองทีเ่หมาะสมจากเทคนิคการเรยีนรูข้องเครื่องส าหรบัจ าแนกขอ้ความโฆษณาอาหาร 
เป็นขอ้ความทีถู่กกฎหมายและผดิกฎหมาย วิธีการ: ผูว้จิยัเตรยีมชุดขอ้ความโฆษณาอาหาร จ านวน 200 ตวัอย่าง แบ่งเป็นขอ้
ความถูกกฎหมาย 100 ตัวอย่างและผิดกฎหมาย 100 ตัวอย่าง ในขัน้ตอนการเตรียมข้อมูล ข้อมูลที่ไม่เกี่ยวขอ้งที่สามารถ
เชื่อมโยงไปยงัเจ้าของผลิตภัณฑ์ เช่น เลขที่ใบอนุญาตโฆษณา ชื่อการค้า และชื่อบริษัท ถูกลบออกไป หลงัจากนัน้ตัดค า
ภาษาไทยดว้ยอลักอรทึมึทีเ่ลอืกค ายาวทีส่ดุ เพื่อใชแ้บ่งค าในประโยค/วล ีขัน้ต่อไป น ารายการค าหยุดภาษาไทยมาใชเ้พื่อลบค าที่
ไม่ส าคญัออก จากนัน้ใชชุ้ดค าแบบยูนิแกรม และแบบไบแกรมมาจดัท าคุณลกัษณะในเวกเตอรเ์อกสาร คุณลกัษณะทัง้หมดและ
บางส่วนถูกน ามาใชส้รา้งและทดสอบแบบจ าลอง คุณลกัษณะบางส่วนถูกเลอืกโดยวธิเีคทีด่ทีี่สุด โปรแกรมภาษา PHP และชุด
ไลบราร ีPHP-ML ส าหรบัการเรยีนรู้ดว้ยเครื่องถูกใชเ้พื่อสรา้งชุดโปรแกรม เทคนิคการเรยีนรูแ้บบมผีูส้อน 3 ชนิดถูกน ามาใชใ้น
การจดัท าแบบจ าลอง ไดแ้ก่ ซพัพอรท์เวกเตอรแ์มชชนี เคเนียเรสเนเบอร ์และนาอฟีเบยส์ ท าโดยใชก้ารสุม่ตวัอยา่งแบบแบง่ชัน้รอ้ย
ละ 80 ของขอ้มลูดว้ยสดัสว่นทีเ่ท่ากนัของกลุ่มขอ้ความทีถู่กและผดิกฎหมายเพื่อน ามาใชส้รา้งแบบจ าลอง และรอ้ยละ 20 ทีเ่หลอื
ใชท้ดสอบแบบจ าลอง แต่ละการทดสอบท า 10 ครัง้ ใชค้่าเฉลีย่ของคะแนน F1 ในการบอกประสทิธภิาพของแบบจ าลอง จากนัน้
น าแบบจ าลองที่มคีะแนน F1 เฉลี่ยมากที่สุดของแต่ละเทคนิคของการเรยีนรู้ มาสร้างโปรแกรมตรวจจบัขอ้ความโฆษณาทีผ่ดิ
กฎหมาย และทดสอบดว้ยขอ้ความโฆษณา 40 ขอ้ความ ผลการวิจยั: ซพัพอรท์เวกเตอรแ์มชชนีเป็นตวัจ าแนกขอ้ความโฆษณา
อาหารทีม่ปีระสทิธภิาพมากทีส่ดุ ดว้ยคะแนน F1  คอื 0.987 เมื่อใชคุ้ณลกัษณะทัง้หมดแบบยนูิแกรม หลงัตดัค าหยุดออก สรปุ: 
เทคนิคเรยีนรูข้องเครื่องสามารถใชส้ าหรบัจ าแนกขอ้ความโฆษณาอาหารทีถู่กหรอืผดิกฎหมายไดอ้ย่างมปีระสทิธภิาพ 
ค าส าคญั: ขอ้ความโฆษณาอาหาร การเรยีนรูข้องเครื่อง กฎหมาย การจดัประเภทเอกสาร 
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Abstract 
Objective: To find the appropriate model from machine learning techniques for classifying food advertising texts 

to legal and illegal texts. Methods: A set of 200 food advertising texts was prepared with 100 legal texts and 100 illegal 
texts. In preprocessing steps, irrelevant information that could be linked to product owners, such as advertising license 
numbers, trade names, and company names was removed from original texts. Then, the Thai word segmentation with 
the longest matching algorithm was used to separate words in sentences/phrases. In the next step, a list of Thai 
stopwords was applied to remove unimportant words. Then, unigram words and bigram words were used as features in 
document vectors. The full set and subset of features were utilized for creating and testing models. The subset of 
features was selected using select k best method. The PHP language with the PHP-ML library for machine learning was 
used to construct a set of programs. Three techniques of supervised learning were applied to create the models, i.e., 
support vector machine, k-nearest neighbors, and naïve Bayes. By using the stratified random technique, 80% of the 
collection with equal portions of legal and illegal texts was used for creating models and the rest of 20% was used for 
testing models. Each test was performed 1 0  times. The average score of F1 was used as a performance indicator. 
Then, models that obtained the highest average F1 for each learning technique were used to create a web application 
for detecting illegal food advertising text. The performance of each model was tested by 4 0  food advertising texts. 
Results: The support vector machine is the most effective classifier for categorizing food advertising text with the highest 
F1- score of 0.987 when the model was created with full features of unigrams after removing stop words. Conclusion: 
Machine learning techniques could be efficiently applied for classifying legal/illegal food advertising texts. 
Keywords: food advertising text, machine learning, law, text classification 
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บทน า 
ตามพระราชบัญญัติอาหาร พ.ศ.2522 อาหาร 

หมายความว่า “ของกนิหรอืเครื่องค ้าจุนชวีติ ไดแ้ก่ 1) วตัถุทุก
ชนิดที่คนกนิ ดื่ม อม หรอืน าเขา้สู่ร่างกายไม่ว่าด้วยวธิใีด ๆ 
หรอืในรูปลกัษณะใด ๆ แต่ไม่รวมถึงยา วตัถุออกฤทธิต่์อจติ
และประสาท หรอืยาเสพตดิใหโ้ทษตามกฎหมายว่าดว้ยการนัน้ 
แลว้แต่กรณี 2) วตัถุทีมุ่่งหมายส าหรบัใชห้รอืใชเ้ป็นส่วนผสม
ในการผลติอาหาร รวมถงึวตัถุเจอืปนอาหาร ส ีและเครื่องปรุง
รส” (1) ส าหรบัการโฆษณาอาหารนัน้ ต้องได้รบัอนุญาตจาก
ส านักงานคณะกรรมการอาหารและยา (อย.) จึงสามารถ
โฆษณาได้ การโฆษณาอาหารต้องใช้ข้อความที่เป็นไปตาม
ประกาศส านักงานคณะกรรมการอาหารและยา เรื่อง หลัก 
เกณฑก์ารโฆษณาอาหาร (2)  

อุตสาหกรรมอาหารและเครื่องดื่มในสหรัฐอเมริกา
มองว่า เดก็และวยัรุ่นเป็นตลาดหลกั เนื่องจากมอี านาจในการ
ใชจ้่าย อทิธพิลต่อการซือ้ และจะเตบิโตเป็นผูบ้รโิภคในอนาคต 
จึงมีการใช้เทคนิคและช่องทางที่หลากหลาย เพื่อเข้าถึง
ผู้บริโภคตัง้แต่วัยเด็กเพื่อสร้างความผูกพันต่อสินค้าและ
อิทธิพลต่อพฤติกรรมการซื้ออาหาร เช่น การโฆษณาทาง
โทรทศัน์ (3) ในประเทศออสเตรเลยีไดว้เิคราะหเ์นื้อหาโฆษณา
อาหารทางโทรทศัน์ พบว่า ร้อยละ 31 ของการโฆษณาเป็น
อาหาร และรอ้ยละ 81 ของการโฆษณาอาหารเป็นอาหารทีไ่ม่ดี
ต่อสุขภาพหรือไม่ ใช่อาหารหลัก (4) งานวิจัยที่ศึกษา
ผลกระทบของการโฆษณาอาหารทางโทรทศัน์ต่อพฤติกรรม
การกินพบว่า เด็กมีการบริโภคเพิ่มมากขึ้นร้อยละ 45 เมื่อ
ได้รบัโฆษณาอาหาร เห็นได้ว่า การโฆษณาอาหารเพิ่มการ
บรโิภคผลติภณัฑ ์และผลกระทบเหล่านี้ไม่เกี่ยวขอ้งกบัความ
หวิหรอือทิธพิลอื่น ๆ (5) 

การเรียนรู้ของเครื่อง คือ การน าเข้าข้อมูลไปยัง
คอมพิวเตอร์ โดยคอมพิวเตอร์มีกระบวนการเปลี่ยนข้อมูล
เหล่านัน้ให้กลายเป็นองค์ความรู้ การเรียนรู้ของเครื่อง
สามารถน ามาใช้แก้ไขปัญหาใน 2 ประเภท ประเภทแรก คอื 
งานทีม่คีวามซบัซอ้นทีไ่ม่สามารถเขยีนเป็นโปรแกรมออกมา
ได ้ประเภททีส่อง คอื งานมกีารเปลีย่นแปลงอยู่ตลอด ทัง้ดว้ย
ปัจจยัดา้นเวลาและบุคลากร ท าใหง้านอยู่ในลกัษณะที่ไม่อยู่
นิ่ง (6) การจ าแนกประเภทขอ้ความ (text classification หรอื 
text categorization) มพีื้นฐานมาจากการเรยีนรู้ของเครื่อง ใน
ปัจจุบนัเนื่องจากขอ้มูลข่าวสารในเวบ็ไซต์มแีนวโน้มเพิ่มขึ้น
เรื่อย ๆ การจ าแนกประเภทขอ้ความจงึกลายเป็นวธิกีารจดัการ
ขอ้มูลทีส่ าคญั จากการทบทวนวรรณกรรม พบว่า จากงานวจิยั 

132 ฉบบั ม ี113 ฉบบั ใชเ้ทคนิคการเรยีนรูข้องเครื่องส าหรบั
การจ าแนกขอ้ความ นอกจากนี้ยงัพบว่า ผูว้จิยันิยมใชเ้ทคนิค
การเรียนรู้  ซัพพอร์ทเวกเตอร์แมชชีน (support vector 
machine: SVM) มากทีสุ่ด รองลงมาคอื เคเนียเรสเนเบอร ์(k-
nearest neighbors: k-NN) และนาอีฟเบย์ส (naïve Bayes: 
NB) ตามล าดับ (7) ในประเทศไทยมีงานวิจัย การพัฒนา
ประสทิธภิาพการจดัหมวดหมู่เอกสารภาษาไทยแบบอตัโนมตั ิ
โดยจดัหมวดหมู่ออกเป็น 10 กลุ่ม มจี านวนตวัอย่างทัง้หมด 
12,000 เอกสาร โดยใช้เทคนิคการเรียนรู้ของเครื่องส าหรบั
การจ าแนกขอ้ความ 6 เทคนิค พบว่า SVM ใหป้ระสทิธภิาพดี
ที่สุดเมื่อวัดจากค่าเฉลี่ยคะแนน F1 ได้ร้อยละ 91.3 (8) 
งานวิจัยเกี่ยวกับแบบจ าลองการจัดหมวดหมู่สถานที่
ท่องเที่ยวโดยใช้เทคนิคการเรียนรู้ของเครื่อง ได้พัฒนา
แบบจ าลองจดัหมวดหมู่สถานทีท่่องเทีย่ว ซึง่แบ่งออกเป็น 5 
หมวดหมู่ โดยใช ้4 เทคนิค เมื่อเปรยีบเทยีบเทคนิคการเรยีนรู้
ของเครื่อง พบว่า NB มปีระสทิธภิาพมากที่สุด (9) งานวจิยั
เกีย่วกบัการจ าแนกกลุ่มค าถามอตัโนมตัิบนกระดานสนทนา 
ไดเ้ปรยีบเทยีบเทคนิคการเรยีนรูข้องเครื่อง 3 เทคนิค พบว่า 
k-NN ให้ประสิทธิภาพมากที่สุด โดยคะแนน F1 เท่ากับ 
0.892 (10) 

ปัจจุบนัปรมิาณขอ้ความโฆษณาอาหารทีเ่ผยแพร่
ตามช่องทางต่าง ๆ มจี านวนมาก หากข้อความโฆษณามี
การบดิเบอืน อาจท าใหเ้กดิผลกระทบต่อผูบ้รโิภค สถติขิอง
มูลนิธเิพื่อผู้บรโิภคในปี 2561 ได้ให้ค าปรกึษาและรบัเรื่อง
รอ้งเรยีน จ านวน 4,545 เรื่อง เรื่องทีม่ผีูร้อ้งเรยีนมากที่สุด 
คอื เรื่องอาหาร ยา และผลติภณัฑ์สุขภาพ คดิเป็นร้อยละ 
33.11 ปัญหาอนัดบัหนึ่งของหมวดนี้ คอื เรื่องโฆษณาอนั
เป็นเท็จหรือหลอกลวง โดยมักเป็นโฆษณาผลิตภัณฑ์
สุขภาพทีอ่าจก่อใหเ้กดิอนัตรายและอาหารเสรมิ (11) จาก
ข้อมูลดังกล่าวข้างต้น แสดงให้เห็นว่า ในปัจจุบันยังมี
ข้อความโฆษณาอาหารที่ท าให้เกิดความเสียหายต่อ
ผูบ้รโิภค และจากการทบทวนวรรณกรรมยงัไม่พบงานวจิยั
ที่น าการเรียนรู้ของคอมพิวเตอร์มาประยุกต์ใช้กับงาน
ตรวจจบัขอ้ความโฆษณา ดงันัน้ เพื่อช่วยใหเ้จา้หน้าทีข่อง
รัฐสามารถตรวจจับข้อความโฆษณาที่ผิดกฎหมายจาก
ขอ้ความโฆษณาทีม่เีป็นจ านวนมาก ผูป้ระกอบการสามารถ
ตรวจสอบขอ้ความโฆษณาทีถู่กตอ้งได ้และป้องกนัผูบ้รโิภค
ไม่ให้หลงเชื่อข้อความโฆษณาที่เข้าข่ายผิดกฎหมาย 
งานวจิยันี้จงึน าการเรยีนรูด้ว้ยคอมพวิเตอรเ์ขา้มาประยุกต์ 
เพื่อตรวจจบัขอ้ความโฆษณาอาหารทีเ่ขา้ขา่ยผดิกฎหมาย 
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วิธีการวิจยั 
 การวจิยันี้เป็นการวจิยัเชงิทดลอง ซึ่งได้ผ่านการ
พิจารณาจากคณะกรรมการจริยธรรมวิจัยในมนุษย์  
มหาวทิยาลยัศลิปากรก่อนเริม่การวจิยั รูปที ่1 สรุปขัน้ตอน
การวจิยั ซึง่มรีายละเอยีดดงันี้ 
 ตวัอย่าง 
 ตวัอย่าง คอื ขอ้ความโฆษณาอาหารที่ได้รบัการ
พิจารณาจากส านักงานคณะกรรมการอาหารและยาในปี 
2560 – 2561แล้วว่า เป็นข้อความโฆษณาที่ถูกกฎหมาย
หรอืผดิกฎหมายอย่างละ 100 ขอ้ความ รวมทัง้หมด 200 
ข้อความ ในงานวิจยันี้ ข้อความโฆษณาอาหาร หมายถึง 
ขอ้ความทีก่ารกระท าดว้ยวธิกีารใด ๆ ใหป้ระชาชนเหน็หรอื
ทราบ ข้อความเกี่ยวกบัอาหาร ส่วนประกอบของอาหาร 

เพื่อประโยชน์ในทางการค้า โดยเป็นข้อความได้จาก
โทรทศัน์ สื่อต่าง ๆ บนอนิเทอรเ์น็ต เช่น เวบ็ไซต์ เฟซบุ๊ก 
ส่วนข้อความโฆษณาอาหารที่ผิดกฎหมาย หมายถึง 
ข้อความที่โฆษณาคุณประโยชน์ คุณภาพหรือ สรรพคุณ
ของอาหารทีเ่ป็นเทจ็หรอืหลอกลวงใหเ้กดิความหลงเชื่อ 

การเตรียมข้อมูล 
 ผู้วิจ ัยน าโฆษณาอาหารที่ได้รับจากส านักงาน
คณะกรรมการอาหารและยา มาคดัเลือกเฉพาะข้อความ
โฆษณาเท่านัน้โดยลบข้อมูลที่ไม่เกี่ยวข้อง เช่น เลขที่
ใบอนุญาตโฆษณา ชื่อการค้า ชื่อบริษัท อักขระพิเศษ 
หลงัจากนัน้ น าขอ้ความโฆษณาทีไ่ดม้าผ่านการตดัเป็นโท
เคน ( token) ซึ่งหมายถึง ค า โดยใช้โปรแกรมตัดค า
ภาษาไทยแบบองิพจนานุกรม (dictionary based) โดยใช ้

 

 
                                                 รปูท่ี 1. ขัน้ตอนการด าเนินการ 
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เ ทคนิ ค ก า ร เ ลือ กค า ที่ ย า วที่ สุ ด  (longest matching) 
ในการตัดเป็นค าจากเล็กซ์โต (LexTo) และก าจดัค าหยุด 
ตัวอย่างค าหยุด เช่น ก็ การ ความ จะ ทัง้นี้  เป็นต้น 
โดยก าหนดให้ข้อความ 1 ข้อความ อยู่ใน 1 กลุ่มเท่านัน้ 
(single-label) การศึกษาแบ่งข้อความออกเป็น 2 กลุ่ม 
ได้แก่ กลุ่มที่ถูกกฎหมายและกลุ่มที่ผิดกฎหมายตามการ
พจิารณาของส านกังานคณะกรรมการอาหารและยา จากนัน้
น าชุดค าที่ได้ มาสร้างคุณลักษณะ (feature) 2 แบบ คือ 
แบบยูนิแกรม (1-grams) คอื ใชคุ้ณลกัษณะแบบค าเดยีวที่
ไดจ้ากการตดัค า (โดยไม่รวมค าหยุด) และแบบไบแกรม (2-
grams) หรอืการน าชุดค าทีอ่ยู่ตดิกนั มาสรา้งเป็นชุดค าใหม่ 
โดยก าหนดให้ใช้ชุดค ามากที่สุด เพียง  2  ชุดค าซึ่ ง
คุณลกัษณะแบบยูนิแกรม จะถูกน ามารวมในแบบไบแกรม
ดว้ย (ตารางที ่1) 
 
ตารางท่ี 1. ตวัอย่างของการเตรยีมขอ้มลู 
ขอ้ความโฆษณาที่
ผ่านการลบขอ้มลูที่
ไม่เกีย่วขอ้ง 

ท าลายเซลลเ์น้ืองอกและ
เซลลม์ะเรง็ 

คุณลกัษณะแบบ 
ยนูิแกรม 

“ท าลาย” “เซลล”์ “เน้ืองอก” 
“เซลล”์ “มะเรง็” 

คุณลกัษณะแบบ 
ไบแกรม 

“ท าลาย” “เซลล”์ “เน้ืองอก” 
“เซลล”์ “มะเรง็” “ท าลาย เซลล”์ 
“เซลล ์เน้ืองอก” “เน้ืองอก เซลล”์ 
“เซลล ์มะเรง็” 

 
การเลือกคณุลกัษณะ  

 ง านวิจัยนี้ ใ ช้ก าร เ ลือกคุณลักษณะ (feature 
selection) ดว้ยวธิเีคทีด่ทีีส่ดุ (select k best) โดยก าหนดให ้
k คือ จ านวนคุณลกัษณะ เท่ากบัร้อยละ 10, 20, 30, 40, 
50, 60, 70, 80, และ 90 ของคุณลกัษณะ แบบยูนิแกรม 
หรอืแบบไบแกรม 
 การให้น ้ าหนักกบัคณุลกัษณะ  
 การใหน้ ้าหนกัของคุณลกัษณะ (feature weighting) 
ที่ ใ ช้ เ ป็ นแบบ  tf-idf (term frequency-inverse document 
frequency) เพื่อใชจ้ าแนกตามความส าคญั (12) โดย 

𝑤𝑖,𝑗 =  𝑡𝑓𝑖,𝑗 ×  𝑖𝑑𝑓𝑖 

𝑖𝑑𝑓𝑖 =  log (
|𝐷|

𝑑𝑓𝑖
) 

 𝑤𝑖,𝑗 คอื น ้าหนักของคุณลกัษณะ (แบบยูนิแกรม 
หรือแบบไบแกรม) 𝑡 ล าดับที่ 𝑖 ในข้อความโฆษณา  𝑑 
ล าดบัที ่𝑗  
 𝑡𝑓𝑖,𝑗 คอื จ านวนครัง้ทีคุ่ณลกัษณะ 𝑡 ล าดบัที ่𝑖 
เกดิขึน้ในขอ้ความโฆษณา 𝑑 ล าดบัที ่𝑗  
 𝑖𝑑𝑓𝑖 คือ สัดส่วนของจ านวนข้อความโฆษณา
ทัง้หมดต่อจ านวนขอ้ความโฆษณาที่ปรากฏคุณลกัษณะ 𝑡 
ล าดบัที ่𝑖  
 |𝐷| คอื จ านวนขอ้ความโฆษณาทัง้หมด 
 𝑑𝑓𝑖 คือ จ านวนข้อความโฆษณา ซึ่งปรากฏ
คุณลกัษณะ 𝑡 ล าดบัที ่𝑖  
 เวกเตอรต์วัแทนข้อความโฆษณา  

เนื่องจากขอ้ความโฆษณามคีวามยาวแตกต่างกนั 
ขอ้ความทีย่าวกว่ามจี านวนคุณลกัษณะมากกว่า ในขณะที่
ข้อความสัน้ประกอบด้วยไม่กี่คุณลักษณะ น ้ าหนักของ
คุณลกัษณะจงึตอ้งท าใหเ้ป็นมาตรฐาน โดยเทยีบเคยีงความ
ยาวที่แตกต่างกัน ให้มีความยาวของเอกสารที่มีขนาด
เท่ากันและเป็นเวกเตอร์ขนาด 1 หน่วย (unit vector) 
ในงานวิจัยนี้ใช้ L2-normalization โดยค านวณระยะทาง
ของพิกัดเวกเตอร์จากจุดก า เนิดหรือเรียกอีกชื่ อว่า 
Euclidean norm ดงัแสดงในสมการดงันี้ 

|𝑑𝑗| = √∑|𝑤𝑖,𝑗|
2

𝑖

 

 |𝑑𝑗| คอื ขนาดเวกเตอรข์อ้ความโฆษณา 𝑑 ล าดบั
ที ่𝑗 
 𝑤𝑖,𝑗 คอื น ้าหนกัของคุณลกัษณะ 𝑡 ล าดบัที ่𝑖 ใน
ขอ้ความโฆษณา 𝑑 ล าดบัที ่𝑗 
 ดังนัน้ 𝑤𝑖,𝑗̂ ซึ่งเป็นน ้ าหนักของคุณลักษณะ 𝑡 
ล าดบัที ่𝑖 ในขอ้ความโฆษณา 𝑑 ล าดบัที ่𝑗 ทีถู่กปรบัขนาด
มาตรฐานแบบเวกเตอร์หนึ่งหน่วยสามารถแสดงได้ใน
สมการ 

𝑤𝑖,𝑗̂  =   
𝑤𝑖,𝑗

|𝑑𝑗|
 

ขนาดของเวกเตอรท์ีไ่ด ้ถูกน ามาจดัรปูแบบเป็น
เวกเตอรต์วัแทนขอ้ความโฆษณา โดยประเภทขอ้ความที่
ถูกกฎหมายก าหนดเป็น true และผดิกฎหมายก าหนดเป็น 
false (ตารางที ่2) 

การสรา้งแบบจ าลองจ าแนกข้อความ 
งานวจิยันี้ใชก้ารเรยีนรูข้องเครื่องแบบมผีูส้อน (supervised 
learning) โดยการสรา้งและทดสอบแบบจ าลอง 
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ตารางท่ี 2. เวกเตอรต์วัแทนขอ้ความโฆษณาทีม่ขีนาดเป็น 
1 หน่วย 

คุณลกัษณะ 
ขอ้ความโฆษณา 

ขอ้ความ
โฆษณา1 

ขอ้ความ
โฆษณา2 

.. 
ขอ้ความ
โฆษณาn 

คุณลกัษณะ1 𝑤1,1̂ 𝑤1,2̂ ... 𝑤1,𝑗̂  

คุณลกัษณะ2 𝑤2,1̂ 𝑤2,2̂ ... 𝑤2,𝑗̂  

… … … ... … 

คุณลกัษณะm 𝑤𝑚,1̂ 𝑤𝑚,2̂ ... 𝑤𝑚,𝑛̂ 

ประเภท
ขอ้ความ 

true false ... true 

 
ข้อมูลด้วยโปรแกรมภาษา PHP และชุดไลบรารี 

PHP-ML ส าหรับการเรียนรู้ด้วยเครื่องถูกใช้เพื่อสร้างชุด
โปรแกรมโดยจะใช้ข้อความโฆษณา 200 ข้อความ สุ่ม
ขอ้ความทีใ่ชเ้ป็นชุดส าหรบัสรา้งแบบจ าลอง (training set) 
และ ชุดส าหรบัทดสอบแบบจ าลอง (test set) โดยก าหนด
สัดส่วนให้ร้อยละ 80  ของข้อความใช้ส าหรับสร้าง
แบบจ าลอง และอกีรอ้ยละ 20 ใชส้ าหรบัทดสอบแบบจ าลอง 
โดยมสีดัส่วนทีเ่ท่ากนัของกลุ่มขอ้ความทีถู่กกฎหมายและที่
ผดิกฎหมาย (stratified random spilt) การสรา้งแบบจ าลอง
ส าหรบัจ าแนกขอ้ความใช ้3 เทคนิคการเรยีนรู ้ไดแ้ก่ SVM, 
k-NN และ NB 

SVM: SVM อาศยัหลกัการของการหาสมัประสทิธิ ์
ของสมการ เพื่อสรา้งเสน้แบ่งขอ้มูลทัง้ 2 ประเภทออกจาก
กนั โดยหาเสน้ตรงทีด่ทีีสุ่ดในการจ าแนกประเภท (13) ใน
งานวจิยันี้ใชส้มการเสน้ตรงในการจดัประเภท เนื่องจากใน
การทดลองเบื้องต้น สมการเส้นตรงให้ผลการจดัประเภท
ข้อความในงานวิจยันี้ได้ดี สมการเส้นตรงที่ดีที่สุดในการ
จ าแนกประเภท ค านวณได้จาก 𝑔(𝑥⃗) = 𝑤⃗⃗⃗𝑥⃗ + 𝑏 โดย
 𝑤⃗⃗⃗ คอื เวกเตอรน์ ้าหนกั 

𝑥⃗ คือ เวกเตอร์ของข้อความที่ต้องการจ าแนก
ประเภท และ 𝑏 คอื ค่า bias 
 ถ้า 𝑔(𝑥⃗) ≥  1 ข้อความโฆษณานั ้น จัดเป็น
ประเภท 1 แต่ถ้า 𝑔(𝑥⃗) ≤  −1 ข้อความโฆษณานั ้น 
จดัเป็น ประเภท 2 (รปูที ่2) 

 
รปูท่ี 2. ตวัอย่างการจ าแนกประเภทโดย SVM 

 
k-NN: หลักการของ เทคนิค  k-NN  คือ  หาก

ก าหนดใหข้อ้มลูทีท่ดสอบ คอื x และ k คอืจ านวนเพื่อนบา้น
ทีใ่กลท้ีสุ่ด เทคนิค k-NN จะคน้หาเพื่อนบา้นทีใ่กลท้ีส่ดุจาก
ชุดฝึกอบรมทัง้หมด หาก x อยู่ใกลก้บัขอ้มลูประเภทใดมาก
ทีส่ดุ ขอ้มลู x จะถูกจ าแนกเป็นประเภทนัน้ (14) ในงานวจิยั
นี้ก าหนดให้ k = 3 และใช้ค่าความเหมอืนโคไซน์ (cosine 
similarity) ระหว่างเอกสารในชุดเรยีนรู้กบัเอกสารทดสอบ 
(รปูที ่3) 

 
รปูท่ี 3. ตวัอย่างการจ าแนกประเภทโดย k-NN 

 
NBB: การจ าแนกประเภทข้อความโดยเทคนิค 

NBB ถูกใช้อย่างกวา้งขวาง โดยพื้นฐานมาจากทฤษฎขีอง
เบย์ (Bayes’ theorem) ที่อาศัยความน่าจะเป็นในการ
ค านวณ เพื่อจ าแนกประเภท (13, 15) สามารถค านวณได้
จาก 

𝑃(𝑐𝑘|𝑑𝑗) =  𝑎𝑟𝑔𝑚𝑎𝑥
𝑃(𝑑𝑗|𝑐𝑘)𝑃(𝑐𝑘)

𝑃(𝑑𝑗)
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โดย 𝑃(𝑐𝑘|𝑑𝑗) คือ ความน่าจะเป็นของประเภท
ขอ้ความ 𝑐 ล าดบัที ่𝑘 ของขอ้ความโฆษณา 𝑑 ล าดบัที ่𝑗  

𝑃(𝑐𝑘) ความน่าจะเป็นของประเภทขอ้ความ 𝑐 ที ่
𝑘 ต่อประเภทขอ้ความทัง้หมด 
 𝑃(𝑑𝑗) ความน่าจะเป็นของข้อความโฆษณา  𝑑 
ล าดบัที ่𝑗 ต่อขอ้ความโฆษณาทัง้หมด 

𝑃(𝑑𝑗|𝑐𝑘) ความน่าจะเป็นของขอ้ความโฆษณา 
𝑑 ล าดบัที ่𝑗 เมื่อก าหนดประเภทขอ้ความ 𝑐 ล าดบัที ่𝑘  
 เ นื่ อ ง จ า ก ข้ อ ค ว า ม โฆษณา  𝑑 ล า ดับ ที่  𝑗 
ประกอบด้วย กลุ่มอักษร  𝑡 ล าดับที่ 1 จนถึงล าดับที่ 𝑛 
ดัง นั ้น  𝑃(𝑑𝑗|𝑐𝑘) จึ ง ค า น วณได้ จ าก  𝑃(𝑑𝑗|𝑐𝑘)  =

 ∏ 𝑃(𝑡𝑖|𝑐𝑘)𝑛
𝑖=1  สามารถเขยีนเป็นสมการใหม่ได ้ดงันี้ 

 

𝑃(𝑐𝑘|𝑑𝑗) =  𝑎𝑟𝑔𝑚𝑎𝑥
𝑃(𝑐𝑘) ∏ 𝑃(𝑡𝑖|𝑐𝑘)𝑛

𝑖=1

𝑃(𝑑𝑗)
 

 หากความน่าจะเป็นของประเภทข้อความใด
มากกว่า ขอ้ความโฆษณาจะจดัอยู่ในประเภทนัน้ 

การประเมินประสิทธิภาพแบบจ าลอง 
จากการเลอืกคุณลกัษณะและสรา้งแบบจ าลองการ

จ าแนกข้อความ การศึกษาเปรียบเทียบประสิทธิภาพ 
ดงันี้1) เปรยีบเทยีบประสทิธภิาพของ 3 เทคนิคการเรยีนรู้
ระหว่างก าจดัค าหยุดและไม่ก าจดัค าหยุด 2) เปรยีบเทยีบ
ประสทิธภิาพของ 3 เทคนิคการเรยีนรูท้ีม่กีารก าจดัค าหยุด
ระหว่างการสร้างคุณลกัษณะแบบยูนิแกรมและแบบไบแก
รม และ 3) เปรียบเทียบประสทิธิภาพของ 3 เทคนิคการ
เรยีนรูท้ีม่กีารก าจดัค าหยุด โดยเลอืกคุณลกัษณะเคทีด่ทีี่สุด 
ระหว่างการสร้างคุณลกัษณะแบบยูนิแกรมและแบบไบแก
รม โดยท าซ ้าอย่างละ 10 ครัง้ แลว้หาเฉลีย่คะแนน F1  (14) 
ซึง่ค านวณไดจ้าก 

𝐹1 = 2 × (
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

โดย 𝑇𝑃 คอื ขอ้ความโฆษณาทีอ่ยูใ่นประเภท p และ
แบบจ าลองท านายว่า อยู่ในประเภท p 
 𝐹𝑃 คอื ขอ้ความโฆษณาทีไ่ม่อยูใ่นประเภท p 
และแบบจ าลองท านายว่า อยูใ่นประเภท p 
 𝐹𝑁 คอื ขอ้ความโฆษณาทีอ่ยูใ่นประเภท p และ
แบบจ าลองท านายว่า ไม่อยู่ในประเภท p 

 𝑇𝑁 คอื ขอ้ความโฆษณาทีไ่ม่อยู่ในประเภท p และ
แบบจ าลองท านายว่า ไม่อยู่ในประเภท p 
 ในงานวจิยันี้ ประเภท p คอืประเภททีถู่กกฎหมาย 
ดงันัน้ถา้ไม่อยู่ในประเภท p แสดงว่า เขา้ขา่ยผดิกฎหมาย 

โปรแกรมตรวจจบัข้อความโฆษณา 
 จากการประเมินประสิทธิภาพแบบจ าลอง 
การศกึษาเลอืกแบบจ าลองจากเทคนิคการเรยีนรูท้ีม่คีะแนน 
F1 เฉลี่ยมากที่สุดมาสร้างโปรแกรมตรวจจับข้อความ
โฆษณา และทดสอบประสทิธภิาพโปรแกรม โดยใชข้อ้ความ
โฆษณา จ านวน 40 ขอ้ความ ซึง่เป็นขอ้ความโฆษณาทีถู่ก
กฎหมายหรือผิดกฎหมาย อย่างละ 20 ข้อความ การ
เปรยีบเทยีบประสทิธภิาพท าโดยค านวณคะแนน F1  
  
ผลการวิจยั 

งานวจิยันี้ไดม้กีารทดลองเพื่อหาจ านวนตวัอย่างที่
เหมาะสมก่อนเริม่การท าวจิยั โดยเริม่จากจ านวนขอ้ความ 
100 ขอ้ความ เพิม่ขึน้ทลีะ 20 ขอ้ความ จนถงึ 200 ขอ้ความ 
โดยสุ่มตวัอย่างใหร้อ้ยละ 80 ของขอ้ความใชส้ าหรบัจดัท า
แบบจ าลอง และอกีรอ้ยละ 20 ใชส้ าหรบัทดสอบการใชง้าน 
จากการทดสอบเปรียบเทียบประสทิธิภาพ 3 เทคนิคการ
เรยีนรู ้ในการสรา้งแบบจ าลองโดยใชคุ้ณลกัษณะแบบยนูแิก
รมทีไ่ม่ก าจดัค าหยุด พบว่า การเพิม่จ านวนตวัอย่าง ท าให้
ประสทิธภิาพของแบบจ าลองเพิม่ขึน้ไม่มากนัก ตามรูปที ่4 
ผู้วิจ ัยจึงใช้ตัวอย่างข้อความโฆษณาอาหารจ านวน 200 
ขอ้ความ ในการวจิยั 

การใช้เทคนิคการเรียนรู้ส าหรบัจ าแนกข้อความ
โฆษณาอาหาร ได้ใช้ตวัอย่างขอ้ความโฆษณาอาหารทีถู่ก
กฎหมายจ านวน 100 ขอ้ความและที่ผดิกฎหมาย จ านวน 
100 ขอ้ความ รวม 200 ขอ้ความ โดยสุ่มตวัอย่างใหร้อ้ยละ 
80 ของขอ้ความใชส้ าหรบัจดัท าแบบจ าลอง และอกีรอ้ยละ 
20  ใช้ส าหรับทดสอบการ ใช้งาน  จากการทดสอบ
เปรยีบเทยีบประสทิธภิาพ 3 เทคนิคการเรยีนรู ้ในการสรา้ง
แบบจ าลองแบบยนูิแกรมทีไ่ม่ก าจดัค าหยุด และแบบจ าลอง
ก าจดัค าหยุด พบว่า ใชชุ้ดค าในการสรา้งแบบจ าลอง 2,640 
หน่วยเมื่อก าจัดค าหยุดแล้ว เหลือชุดค าในการสร้าง
แบบจ าลอง 2,532 หน่วย แบบจ าลองที่ก าจดัค าหยุดทัง้ 3 
เทคนิคการเรียนรู้ให้ประสทิธิภาพในการจ าแนกขอ้ความ
ดกีว่าแบบจ าลองทีไ่ม่ก าจดัค าหยดุ ซึง่ SVM มปีระสทิธภิาพ
ในการจ าแนกดทีีสุ่ด โดยไดค้ะแนน F1  เท่ากบั 0.987 (รูป
ที ่5) 
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รปูท่ี 4. คะแนน F1 ของแบบจ าลองระหว่างการใชจ้ านวนตวัอยา่ง 100, 120, 140, 160, 180 และ 200 ขอ้ความ 

 
 จากนัน้การศึกษาเลือกใช้แบบจ าลองที่ก าจัดค า
หยุด เพื่อทดสอบเปรยีบเทยีบประสทิธภิาพ 3 เทคนิคการ
เรียนรู้ ระหว่างการสร้างคุณลักษณะแบบยูนิแกรมและ
แบบไบแกรม พบว่า SVM ดว้ยการสรา้งคุณลกัษณะแบบยูนิ
แกรม ยงัคงมปีระสทิธภิาพในการจ าแนกดทีีส่ดุ ตามรปูที ่6 
 เมื่อน าแบบจ าลองที่ก าจัดค าหยุดที่มีการสร้าง
คุณลักษณะแบบยูนิแกรมและแบบไบแกรม มาเพิ่มการ
เลอืกใช้คุณลกัษณะเคทีด่ทีีสุ่ด จะได้จ านวนคุณลักษณะใน
การสรา้งแบบจ าลองตามตารางที ่3 

 เมื่อทดสอบแบบจ าลองที่ก าจัดค าหยุด ที่มีการ
สรา้งคุณลกัษณะ แบบยนูิแกรม และเลอืกคุณลกัษณะ เคทีด่ี
ที่สุด พบว่า ซพัพอร์ทเวกเตอร์แมชชนีให้ประสทิธภิาพใน
การจ าแนกดทีีส่ดุ ที ่k เท่ากบัรอ้ยละ 80 คะแนน F1 เท่ากบั 
0.985 ตามตารางที ่4 
 เมื่อทดสอบแบบจ าลองทีก่ าจดัค าหยุดทีม่กีารสร้าง
คุณลกัษณะแบบไบแกรมและเลือกคุณลกัษณะ เคที่ดทีี่สุด 
พบว่า SVM ให้ประสิทธิภาพในการจ าแนกดีที่สุด ที่ k 
เท่ากบัรอ้ยละ 90 คะแนน F1 เท่ากบั 0.987 ตามตารางที ่5 

 

 
รปูท่ี 5. คะแนน F1 เมื่อใชคุ้ณลกัษณะแบบยนูิแกรมระหว่างการไม่ก าจดัค าหยุดกบัการก าจดัค าหยุด 
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รปูท่ี 6. คะแนน F1 ระหว่างการสรา้งคุณลกัษณะแบบยนูแิกรมและแบบไบแกรม 

 
แบบจ าลองที่มคีะแนน F1 เฉลี่ยมากที่สุดของทัง้ยูนิแกรม
และไบแกรม ไดแ้ก่ SVM แบบยูนิแกรมทีใ่ชทุ้กคุณลกัษณะ
ทีม่กีารก าจดัค าหยุด (SVM-U-100) โดยคะแนน F1 เท่ากบั 
0.987 และ SVM แบบไบแกรมที่  k เท่ากับร้อยละ 90 
(SVM-B-90) โดยคะแนน F1 เท่ากบั 0.987 เมื่อน าทัง้สอง
แบบจ าลองมาสรา้งโปรแกรมตรวจจบัขอ้ความ และทดสอบ
ประสทิธภิาพโปรแกรมโดยใชข้อ้ความโฆษณา จ านวน 40 
ขอ้ความ  
 
ตารางท่ี 3. จ านวนคุณลกัษณะที่ใช้สร้างแบบจ าลองจาก
การเลอืกคุณลกัษณะเคทีด่ทีีส่ดุ 
เคทีด่ี
ทีส่ดุ 

(รอ้ยละ) 

จ านวนคุณลกัษณะทีใ่ชส้รา้งแบบจ าลอง 
แบบยนูแิกรม 
(2,561 หน่วย) 

แบบไบแกรม 
(13,264 หน่วย) 

10 256 หน่วย 1,326 หน่วย 

20 512 หน่วย 2,653 หน่วย 

30 768 หน่วย 3,979 หน่วย 

40 1,024 หน่วย 5,306 หน่วย 

50 1,281 หน่วย 6,632 หน่วย 

60 1,537 หน่วย 7,958 หน่วย 

70 1,793 หน่วย 9,285 หน่วย 

80 2,049 หน่วย 10,611 หน่วย 

90 2,305 หน่วย 11,938 หน่วย 

พบว่า SVM เมื่อสร้างคุณลกัษณะแบบยูนิแกรม สามารถ
จ าแนกขอ้ความได้ถูกต้องจ านวน 39 ขอ้ความ ส่วน SVM 
เมื่อสร้างคุณลักษณะแบบไบแกรม และก าหนดค่าเคที่ดี
ทีสุ่ดทีร่อ้ยละ 90 สามารถจ าแนกขอ้ความไดถู้กตอ้งจ านวน 
36 ขอ้ความ ตามตารางที ่6 
 
การอภิปรายผลและสรปุ 

งานวิจัยนี้ได้ทดสอบประสิทธิภาพเทคนิคการ
เรยีนรูส้ าหรบัจ าแนกขอ้ความโฆษณาอาหาร 3 เทคนิค โดย
เปรียบเทียบการก าจดัค าหยุด การสร้างคุณลกัษณะ และ
การเลือกคุณลักษณะ เพื่อให้ได้แบบจ าลองที่สามารถ
จ าแนกข้อความได้ดีที่สุด ผลการทดลองพบว่า SVM ให้
ประสิทธิภาพในการจ าแนกดีที่สุดเมื่อสร้างคุณลักษณะ
แบบไบแกรม และก าหนดค่าเคที่ดีที่สุดที่ร้อยละ 90 หรือ
เมื่อสรา้งคุณลกัษณะแบบยูนิแกรมทีใ่ชทุ้กคุณลกัษณะ เมื่อ
น าแบบจ าลองมาสร้างโปรแกรมตรวจจบัขอ้ความทดสอบ
ประสทิธภิาพโปรแกรมโดยใชข้อ้ความโฆษณา จ านวน 40 
ขอ้ความ พบว่า SVM เมื่อสรา้งคุณลกัษณะแบบยนูิแกรม มี
ประสทิธภิาพดกีว่า โดยสามารถจ าแนกขอ้ความไดถู้กต้อง 
จ านวน 39 ขอ้ความ จากการทดลองจะเหน็ไดว้่า การก าจดั
ค าหยุดมีผลต่อประสิทธิภาพในการจ าแนกข้อความ 
เนื่องจากเมื่อท าการก าจดัค าหยุด ทัง้ 3 เทคนิคการเรยีนรู้
คะแนน F1 มคี่าสูงขึน้ นัน่คอืสามารถจ าแนกขอ้ความได้มี
ประสทิธภิาพมากขึน้ 
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ตารางท่ี 4. คะแนน F1 โดยใชส้รา้งคุณลกัษณะแบบยนูิแกรม 
เทคนิค 

การเรยีนรู1้ 

คะแนน F1 เมื่อก าหนดค่า k ทีร่ะดบัต่าง ๆ (รอ้ยละ) 
10 20 30 40 50 60 70 80 90 

SVM 0.930 0.930 0.947 0.957 0.937 0.952 0.975 0.985 0.980 
k-NN 0.937 0.952 0.955 0.950 0.972 0.955 0.945 0.947 0.935 
NB 0.909 0.932 0.915 0.947 0.950 0.967 0.957 0.927 0.942 

1: support vector machine (SVM); k-nearest neighbors: k-NN; naïve Bayes: NB 
 
ตารางท่ี 5. คะแนน F1 โดยใชส้รา้งคุณลกัษณะแบบไบแกรม 

เทคนิค 
การเรยีนรู1้ 

คะแนน F1 เมื่อก าหนดค่า k ทีร่ะดบัต่าง ๆ (รอ้ยละ) 

10 20 30 40 50 60 70 80 90 

SVM 0.942 0.965 0.950 0.960 0.970 0.982 0.975 0.985 0.987 
k-NN 0.940 0.972 0.972 0.957 0.970 0.977 0.947 0.957 0.945 
NB 0.915 0.917 0.945 0.957 0.955 0.950 0.965 0.952 0.945 

1: support vector machine (SVM); k-nearest neighbors: k-NN; naïve Bayes: NB 
 

ในแบบจ าลองที่ใช้คุณลักษณะแบบไบแกรม 
จ านวนคุณลกัษณะมมีากขึน้ เมื่อใชร้่วมกบัการก าหนดค่าเค
ทีด่ทีีสุ่ด ท าใหไ้ดเ้ฉพาะคุณลกัษณะทีม่คีวามส าคญัมาก มา
จ าแนกข้อความ ซึ่งประสิทธิภาพที่ได้นัน้ใกล้เคียงกับ
แบบจ าลองที่ใช้คุณลกัษณะแบบยูนิแกรม ในงานนี้จะเหน็
ไดว้่า แบบจ าลองทีใ่ชคุ้ณลกัษณะแบบไบแกรมไม่ไดท้ าให้
แบบจ าลองที่มปีระสทิธิภาพดีขึน้กว่าคุณลกัษณะแบบยูนิ
แกรม อาจเนื่องมาจากกลุ่มค าที่มคีวามส าคญัที่ใช้ในการ
แยกประเภทเอกสารนัน้ เป็นกลุ่มค าที่อยู่ในคุณลักษณะ
แบบยูนิแกรม และเนื่องจากการใช้คุณลกัษณะแบบยูนิแก
รมมคีุณลกัษณะน้อย ท าใหก้ารประมวลผลทัง้ข ัน้ตอนของ 

 
ตารางท่ี 6. ค่าที่ทดสอบของโปรแกรมตรวจจบัข้อความ
โฆษณา 
ค่าทีท่ดสอบ โปรแกรมตรวจจบัขอ้ความโฆษณา 

SVM-U-100 SVM-B-90 
TP 19 16 
FP 0 0 
FN 1 4 
TN 20 20 
precision 1 1 
recall 0.950 0.800 
คะแนน F1  0.974 0.889 

การสร้างเรียนรู้เพื่อสร้างแบบจ าลอง และการทดสอบ
ข้อความโฆษณาท าได้เร็วขึ้น ในการใช้งานจริงจึงสร้าง
แบบจ าลองโดยใชคุ้ณลกัษณะแบบยนูิแกรม ซึง่คุณลกัษณะ
แบบยูนิแกรมสามารถท าให้ประสทิธิภาพของ k-NN และ 
NB ดเีช่นกนั โดยการเลอืกจ านวนคุณลกัษณะที่เหมาะสม
กบัแต่ละเทคนิคของการเรยีนรู ้จากผลการวจิยันี้สามารถน า
แบบจ าลองไปพัฒนาเป็นแอปพลิเคชัน เพื่อช่วยงาน
เจา้หน้าทีใ่นภาครฐัเพื่อตรวจสอบขอ้ความโฆษณาอาหารที่
ผดิกฎหมาย ในภาคเอกชน โปรแกรมช่วยผู้ประกอบการให้
สามารถตรวจสอบขอ้ความโฆษณาได้ถูกต้องก่อนยื่นค าขอ
อนุญาต และช่วยผู้บริโภคให้สามารถตรวจสอบข้อความ
โฆษณาในเบื้องต้นได้ อกีทัง้ยงัสามารถประยุกต์ใช้กบัการ
โฆษณาผลติภณัฑส์ขุภาพประเภทอื่น ๆ ได ้
ข้อเสนอแนะ 

ส าหรับข้อความโฆษณานัน้ ผู้โฆษณาสามารถ
ปรับ เปลี่ ยนข้อความได้หลากหลาย  อาจ ใช้ค าที่มี
ความหมายเหมอืนกนั (synonym) เพื่อใหข้อ้ความโฆษณา
มีความหมายเช่นเดิม ซึ่งงานวิจัยนี้ไม่ได้ทดลองค าที่มี
ความหมายเหมอืนกนั ดงันัน้ หากเป็นขอ้ความที่ใชค้ าทีม่ี
ความหมายเดยีวกนั อาจท าใหจ้ าแนกขอ้ความไดไ้ม่ถูกต้อง 
นอกจากนี้การโฆษณาอาหารยงัพบในหลากหลายสื่อเป็น
จ านวนมาก ไม่ว่าจะเป็นสื่อสิง่พิมพ์ สื่อกระจายเสยีง สื่อ
ออนไลน์ การที่จะด าเนินการตรวจสอบโฆษณาทัง้หมดได้
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นัน้ ต้องใชท้ัง้บุคลากร และระยะเวลา เป็นจ านวนมาก โดย
การโฆษณานอกจากใชข้อ้ความในการสื่อสารแลว้ ยงัมกีาร
ใช้ รูปภาพ เสยีง วิดีทศัน์ ซึ่งงานวิจยันี้ท าการทดลองกบั
ข้อความเท่านัน้ ดังนัน้ เพื่อเป็นการคุ้มครองผู้บริโภค 
เจา้หน้าทีส่ามารถบงัคบัใชก้ฎหมายไดอ้ย่างรวดเรว็ทนักบั
สถานการณ์ จงึควรน าเทคโนโลยเีขา้มาประยุกต์ใชใ้นการ
ตรวจจบัโฆษณาทีผ่ดิกฎหมายในสือ่อื่น ๆ 
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