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Abstract

Objective: To find the appropriate model from machine learning techniques for classifying food advertising texts
to legal and illegal texts. Methods: A set of 200 food advertising texts was prepared with 100 legal texts and 100 illegal
texts. In preprocessing steps, irrelevant information that could be linked to product owners, such as advertising license
numbers, trade names, and company names was removed from original texts. Then, the Thai word segmentation with
the longest matching algorithm was used to separate words in sentences/phrases. In the next step, a list of Thai
stopwords was applied to remove unimportant words. Then, unigram words and bigram words were used as features in
document vectors. The full set and subset of features were utilized for creating and testing models. The subset of
features was selected using select k best method. The PHP language with the PHP-ML library for machine learning was
used to construct a set of programs. Three techniques of supervised learning were applied to create the models, i.e.,
support vector machine, k-nearest neighbors, and naive Bayes. By using the stratified random technique, 80% of the
collection with equal portions of legal and illegal texts was used for creating models and the rest of 20% was used for
testing models. Each test was performed 10 times. The average score of F1 was used as a performance indicator.
Then, models that obtained the highest average F1 for each learning technique were used to create a web application
for detecting illegal food advertising text. The performance of each model was tested by 40 food advertising texts.
Results: The support vector machine is the most effective classifier for categorizing food advertising text with the highest
F1-score of 0.987 when the model was created with full features of unigrams after removing stop words. Conclusion:
Machine learning techniques could be efficiently applied for classifying legal/illegal food advertising texts.
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Ak AzuWw F1 iarwuasn k Aszaueng 9 (Sooaz)

MILsEng’ 10 20 30 40 50 60 70 80 90
SVM 0.930 0.930 0.947 0.957 0.937 0.952 0.975 0.985 0.980
k-NN 0.937 0.952 0.955 0.950 0.972 0.955 0.945 0.947 0.935
NB 0.909 0.932 0.915 0.947 0.950 0.967 0.957 0.927 0.942

1: support vector machine (SVM); k-nearest neighbors: k-NN; naive Bayes: NB
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k-NN 0.940 0.972 0.972 0.957 0.970 0.977 0.947 0.957 0.945
NB 0.915 0.917 0.945 0.957 0.955 0.950 0.965 0.952 0.945

1: support vector machine (SVM); k-nearest neighbors: k-NN; naive Bayes: NB
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