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Abstract
	 Artificial Intelligence (AI) is a rapidly evolving field that is making inroads into various industries, including medicine. 
The advancements in AI technology have demonstrated their potential to improve diagnostic accuracy, treatment 
outcomes, and overall patient well-being, making it a valuable tool for healthcare professionals and institutes. This 
article provides an overview of the history and terminology of AI, including machine learning and deep learning. It 
also examines the benefits and limitations of AI in medicine, with a specific focus on its application in the field of  
nephrology. In this area, AI has demonstrated its potential to enhance patient care via clinical decision support systems, 
particularly in hemodialysis. The article highlights how AI is being used in various aspects of hemodialysis, including 
anemia management, dialysis adequacy and service planning, arteriovenous access assessment, dry weight prediction, 
intradialytic adverse event detection, mineral and bone disorder management, mortality and cardiovascular disease 
prediction, and cognitive function assessment. The goal is to provide readers with a preliminary understanding of AI 
and its potential to transform the practice of nephrology in the future.
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ปัญญาประดิษฐ์ในโรคไต: ความก้าวหน้า โอกาส และ
ข้อกังวลในการฟอกเลือดด้วยเครื่องไตเทียม
ณฐพุฒิ บุญวิสุทธิ์, ขจร ตีรณธนากุล
สาขาวิชาโรคไต ภาควิชาอายุรศาสตร์ คณะแพทยศาสตร์ จุฬาลงกรณ์มหาวิทยาลัย

บทคัดย่อ
	 ปัญญาประดิษฐ์เป็นสาขาทางวิทยาศาสตร์ท่ีมีการพัฒนาอย่างรวดเร็วอย่างยิ่งในช่วงสิบปีที่ผ่านมา และเข้ามามีบทบาทในศาสตร ์
สาขาต่างๆรวมถึงทางการแพทย์ ความก้าวหน้าในเทคโนโลยีนี้ได้แสดงให้เห็นถึงศักยภาพในการปรับปรุงความแม่นย�ำในการวินิจฉัย  
ผลการรกัษา ก่อให้เกดิประโยชน์ต่อทัง้ผูป่้วยและแพทย์ผูด้แูล รวมไปถงึความคุม้ค่าต่อผูป้ระกอบการ บทความน้ีจะท�ำให้ผูอ่้านได้ท�ำความ
เข้าใจกบัค�ำศพัท์ต่างๆทีเ่กีย่วข้องกบัปัญญาประดษิฐ์และระบบการเรยีนรูต่้างๆ จากนัน้กล่าวถงึประโยชน์และข้อจ�ำกดัของปัญญาประดษิฐ์
ในทางการแพทย์ และจะลงรายละเอียดถึงการประยุกต์ใช้เทคโนโลยีนี้กับสาขาอายุรศาสตร์โรคไต ซึ่งได้แสดงศักยภาพท่ีโดดเด่นผ่าน
ระบบสนับสนุนการตัดสินใจทางคลินิก โดยเฉพาะอย่างยิ่งการน�ำไปใช้กับการบ�ำบัดทดแทนไตด้วยการฟอกเลือดด้วยเครื่องไตเทียม  
ในปัจจบุนัเทคโนโลยนีีถ้กูน�ำมาใช้ในหลายแง่มมุทีเ่กีย่วกบัการฟอกเลอืด ไม่ว่าจะเป็นการจดัการกบัภาวะโลหติจาง การวางแผนและก�ำหนด
นโยบายของศูนย์ฟอกเลือด การประเมินเส้นฟอกเลือด การท�ำนายน�้ำหนักแห้ง การท�ำนายภาวะแทรกซ้อนขณะฟอกเลือด การจัดการกับ
ความผิดปกตขิองสมดลุแร่ธาตุและกระดกู การท�ำนายการเกดิโรคหลอดเลอืดหวัใจหรอืการเสยีชวีติ และสดุท้ายคอืการประเมนิการรูค้วาม
เข้าใจของผูป่้วย บทความนีจ้งึมเีป้าหมายให้ผูอ่้านมคีวามเข้าใจเบือ้งต้นเกีย่วกับปัญญาประดษิฐ์ และศกัยภาพในการเปลีย่นแปลงแนวทาง
ปฏิบัติของโรคไตในอนาคต

ค�ำส�ำคัญ: ไตเรื้อรัง; ฟอกเลือด; ฟอกไต; โรคไตเรื้อรังระยะสุดท้าย

Introduction
	 Artificial Intelligence (AI) has been gaining significant 
attention in recent years as a rapidly growing field that has 
begun to permeate various industries, including medicine. 
Advancements in AI technology have been shown to have  
a positive impact on diagnostic accuracy, treatment  
efficacy, and overall patient outcomes. The integration of  
AI in the medical field has opened new doors for healthcare 
professionals and has the potential to revolutionize the 
way medicine is practiced.
	 This article provides an overview of AI terminology, 
highlighting its opportunities and concerns. We also 
explore the specific use of AI in the complex field of 

nephrology, with a particular focus on current advance-
ments in hemodialysis.

History and Terminology
	 In 1956, a group of computer scientists introduced the 
term artificial intelligence (AI), defined later as “a subject 
about the study and development of computer systems 
that can copy intelligent human behavior”1. To mimic  
human behavior, this field brings together many disciplines 
such as computer science, mathematics, data science, and 
engineering. It focuses on the interaction between humans 
and computers. An example of an early AI application is 
the old-fashioned Chatbot, a script-based program that 
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looks for keywords in human questions and then gives 
back the answer that has already been coded. However, 
despite its usefulness, the problem with this approach 
is its rigidity.
	 Another subset of AI programs that can think for itself 
is developed and called Machine learning (ML). ML is a 
program or model that enables computers to learn from  
data and even improve themselves without being explicitly 
programmed. Input and output data are fed through these 
algorithms, resulting in the development of models. Its 
debut in the image classification competition in 2012, 
earned the first title with a significant victory over other 
conventional mathematics models2. There are two types 
of ML: conventional ML models such as decision trees3, 
random forests4, and support vector machines5. These 
models use simple network architecture, are capable of  
handling small to medium data sizes, have good  
performance on structured data (tabular, categorical, 
numerical), and require low computational resources. The 
other type is deep learning (DL), which is more complex 
and requires more computational power.
	 DL is a type of ML program that relies on building 

multiple layers of non-linear modules and replacing 
the processed data with a new layer6. This allows more 
complex functions to be created. The core principle of 
DL is a multi-layered substructure that is beyond human 
ability to design, leading to solutions for complex tasks 
that traditional programs could not do and the discovery 
of hidden associations that human beings could not see. 
DL can handle both structured data and unstructured data 
(image, audio, text) quite well. This can be classified into 
many types, depending on the structure of the program 
and the type of data, such as recurrent neural network 
(RNN)7 or convolutional neural network (CNN)8.
	 Another term that is gaining attention is “Big data”,  
representing a large volume of structured and unstructured  
data. To improve the performance of AI systems, large 
amounts of data are required to train these models. 
Therefore, big data and AI are closely related and often 
used together to achieve better results.
	 Details on each type of model and its infrastructure 
are not in the scope of this article. 
	 An explanation of each term is shown in Figure 1.

Figure 1 Terminology of each word. Artificial intelligence (AI); Machine learning (ML); Deep learning (DL)

Categories of ML by Learning Method
	 The concepts of each type of machine learning can 
be categorized into three ways: supervised learning,  
unsupervised learning, and reinforcement learning. Each 
has different approaches and rationales behind it.
	 Supervised learning is a method of machine learning  
that uses labeled data, where the output of a model 

is labeled by a human expert. Its purpose can be  
classified into prediction (or regression) or classification. 
For instance, the application for prediction of intradialytic 
hypotension (IDH) from the trend of vital signs. The target 
of this model would be to identify the occurrence of IDH 
events. When the model finished the learning session by 
recurrent neural network. It could predict the IDH event, 

AI
	A filed of science
	 that mimics 
	 human behavior

ML
	An algorithm of AI 
	 that can improve
	 itself

DL
	Type of ML that has   
	 an infrastructure
	 consisting of many
	 layers
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by using the next set of vital signs9. Another example is 
in the classification of the severity of lupus pathology, 
where the model has each class of lupus pathology as 
a target and can recognize images using a convolutional  
neural network10. The choice of supervised learning  
algorithm also depends on the type of data used, such 
as linear regression being commonly used for continuous 
data, and decision trees/random forests for categorical  
data. Supervised learning is widely used in various  
medical fields, as it can handle labeled data. Further 
details on designing the models can be found in other 
sources.
	 On the other hand, unsupervised learning is a method 
of machine learning that does not involve any labeled 
data and instead, focuses on finding hidden patterns  
between input variables. Clustering and association finding 
are techniques that can be used, such as the K-means 
method to group cancer genes into different clusters. 
This technique has been utilized in CKD to identify  
co-expressed genes with shared biological functions, 
which has helped in identifying potential therapeutic  
targets and biomarkers11. Dimensionality reduction,  
another technique, involves reducing the number of  
input variables by identifying and removing redundant or 
irrelevant ones while preserving as much of the original  
information as possible. Principal component analysis 
(PCA) is a common technique used for dimensionality 

reduction and has been used in glomerular diseases 
such as Ig A nephropathy to identify important genes  
that contribute to the disease12. This approach is valuable  
in the identification of potential therapeutic targets and 
biomarkers. 
	 Reinforcement learning is a method of machine learning 
that focuses on learning through interaction with an  
environment. This learning algorithm learns from feedback 
in the form of rewards or punishments. The goal is to 
learn a policy that maximizes the total reward obtained 
from the environment. While this approach has been 
mainly applied in game playing and robotics, there are 
also some studies in the medical field, such as a study 
from Valencia13 that explored the use of a reinforcement 
learning-based method for personalizing erythropoietin 
dosage in a dosing algorithm for hemodialysis patients.
	 In summary, both supervised, unsupervised, and  
reinforcement learning methods have their unique advan-
tages and disadvantages, and the choice of usage depends 
on the type of data and the problems that need to be 
solved. Each of these subjects has far more detail than the 
scope of this review. Table 1 provides an overview of the 
simplified rationales and differences in learning methods.  
Examples of these methods in both non-medical  
and nephrology (hemodialysis) fields are shown in  
Figure 2, which can provide a better understanding of 
these new concepts.

Table 1 Rationales, strengths, and limitations of each type of machine learning model by learning method.

Learning Method Supervised Learning Unsupervised Learning Reinforcement Learning

Rationales Learning from labeled 
data

Learning from unlabeled 
data

Learning without dataset through 
interaction with environment 
and feedback

Strengths Used for classification and  
prediction
Ability to handle missing 
values

Find hidden patterns and 
structure
Used for clustering and 
association finding

Learn from the experience 
and adapt to a complex and 
dynamic environment
Used to optimize a long-term 
strategy

Limitations Risk of overfitting
Need caution in tuning to 
generalize to unseen data

Requires large amounts of data 
Results can be subjective
Limited ability to make 
predictions or infer causality

Requires significant trial and error  
Can be computationally 
expensive
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Benefits and drawbacks of Artificial Intelligence
	 AI has several strengths and weaknesses that are  
worth considering. Among its advantages, AI can identify 
hidden correlations and connections, process a diverse 
range of inputs besides numerical data such as audio, 
video, images, and text, adapt itself to new incoming data, 
and play a critical role in precision medicine. AI can also 
serve as a component of clinical decision support systems 
(CDSS) which aid physicians in making more accurate 
decisions for each patient, reducing time, and minimizing 
human error, while also increasing cost-effectiveness. An 
example of the clinical implementation of CDSS will be 
mentioned in the next section.
	 However, AI also has certain limitations. One of the 
major drawbacks of AI is the complexity of its architecture, 
especially in the case of some machine learning models, 
such as deep learning. These models are more intricate 
than traditional models that rely on basic mathematical 
principles. There is a myriad of algorithms that can be 
used to solve a single problem, and each algorithm has 
its particularities that must be considered when selecting 
the appropriate one. Additionally, modifying the structure 
of an AI model can be challenging, as it may necessitate 

retraining the model from scratch. One major limitation 
of AI is its “black box” nature, where the causal links  
between visible inputs and outputs are not transparent. 
While some efforts have been made to clarify this  
issue, they are not widely generalized14. However, many 
explainable AI techniques have been developed to  
provide humanly understandable explanations of how an 
AI model arrives at its decisions. For example, SHapley 
Additive exPlanation (SHAP) values can help laypeople 
understand the effect of each parameter on the model. 
The quality and quantity of input data for the model are  
also crucial, as AI models require large and clean  
datasets to perform optimally. Furthermore, AI is prone to 
unconscious bias. A study from Berkeley found that some 
financial algorithms charged Latino and African American 
borrowers higher interest rates unintentionally15. Lastly, AI 
has raised concerns about privacy and ethical issues. As 
AI continues to be implemented in healthcare, there are 
concerns about the privacy and ethical implications of  
collecting and processing large amounts of patient data. 
The more data that AI systems use, the larger the electronic  
data will be available not only for developers but also 
for potential cybercriminals who may try to exploit it for 

Figure 2 Mind map of learning method of ML and its example
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malicious purposes Regulations should be developed to 
ensure patient privacy and security, including laws and 
policies that mandate data anonymization, encryption, 
and access controls. Healthcare organizations should 
also be transparent with patients about data collection 
and obtain explicit consent before using it for research 
or other purposes. 

	 Overall, it is essential to balance the potential benefits 
of AI with these concerns. It is important to note that AI is  
not yet a replacement for physician judgment, but  
rather a tool that enhances and complements physician 
decisions. A summary of this section can be shown in 
Table 2.

Table 2 Pros and Cons of Artificial Intelligence

Pros Cons

Identify hidden correlations and connections Complex architecture

Process diverse inputs beyond numerical data Algorithm selection challenges

Adapt to new incoming data Modifying structure can be challenging

Aid in clinical decision-making, reducing time and 
human error

“Black box” nature makes causal links unclear

Play a critical role in precision medicine Quality and quantity of input data crucial

Cost-effective Prone to unconscious bias

Raises concerns about privacy and ethical issues

How Artificial Intelligence is being used in  
Nephrology
	 To help nephrologists know how far this subject is  
being merged into their career. We searched for the MEDLINE  
cover period from database inception to Nov 20, 2022. 
A total of 1687 articles were found using the keywords  
“Artificial Intelligence” and “Nephrology” or “kidney dis-
ease.” After an initial screening and exclusion of articles 
on renal mass and uro-oncology, 342 articles remained 
that were related to AI in nephrology. The majority of 
these papers were published after 2010. The papers 
were then further categorized into 9 domains within  
nephrology based on our institute subspecialty, including 
hemodialysis (HD) (n= 65), peritoneal dialysis (PD) (n=5), 
kidney transplantation (KT) (n=29), acute kidney injury 
(AKI) (n=71), chronic kidney disease (CKD) (n=72), critical 
care (n=16), glomerular disease (n=39), nutrition (n=3), 

and miscellaneous (n=42). The detail of the objective in 
each domain is shown in Table 3.
	 If we focus on the HD domains. In recent years  
advancements in AI have pushed the use of models in 
many ways. We divided these into a total of 8 subsections. 
As many doctors may not be familiar with this topic, we 
aim to provide them with a picture of how it relates to 
parameters encountered in everyday practice. To achieve 
this, we classify the inputs of the models into six groups: 
1) demographic data (age, sex, height, status of diabetes, 
etc.), 2) laboratory data (sodium, calcium, etc.), 3) time  
series data (systolic blood pressure, diastolic blood  
pressure, etc.), 4) prescription data (dosage of medication, 
route of medication, etc.), 5) dialysis data (dialyzer type, 
dialysis vintage, vascular access, etc.), and 6) image data 
(picture of arteriovenous fistula, digital slides of renal 
pathology, etc.).

Review Article JNST

https://he01.tci-thaijo.org/index.php/JNST/index  173J Nephrol Soc Thail 2024; 30(3): 168-184



Table 3 Literature review in each domain. 

Topic Publications(N) Objectives

HD 65 Prediction of adequacy of dialysis and service planning,
Arteriovenous access assessment,
Prediction of mortality,
Prediction of CVD event,
CDSS for anemia,
CDSS for CKD-MBD management, 
Prediction of dry weight, 
Prediction of intradialytic adverse events, 
Prediction of cognitive function

PD 5 Prediction of PET,  
Prediction of mortality,  
Prediction of treatment failure,  
Prediction of CVD event,
Finding pathogen-specific inflammatory response

KT 29 Prioritization for allocation of organs,  
Prediction of time on the waiting list,  
Prediction of renal survival,  
Prediction of graft function,  
Prediction of %IFTA,  
Prediction of tacrolimus level

AKI 71 Prediction event/severity of AKI in many operations including CABG, TAA repair, 
heart transplant, PCI, TKA, burn, 
Prediction event of AKI in CVD patients,
Prediction of Contrast-induced nephropathy,
Prediction of mortality post-AKI,
Finding novel biomarkers

CKD 72 Prediction of RRT initiation,
Prediction of DN progression,  
Prediction of ADPKD progression,  
Prediction of other CKD progression,  
Finding potential biomarkers/genes for CKD,  
CDSS for anemia management, 
CDSS for CKD-MBD management

Critical care 16 Prediction of renal recovery,  
Prediction of RRT dependent,  
Prediction of severe AKI in ICU,
Prediction of Vol responsiveness in oliguric patients,
Predict the trend of blood urea nitrogen level
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Managment of anemia
	 The utilization of AI through CDSS in the prediction 
of erythropoiesis-stimulating agent (ESA) responsiveness 
is a particularly promising example of how AI can aid  
clinicians. It is by far the field with the most published  
articles by our search. The prediction of ESA responsive-
ness is a challenging task due to the complex interplay 
between various objective data such as the dosage of 
ESA, the route of administration, iron status, and the 
level of parathyroid hormone, all of which ultimately 
impact hemoglobin levels. While conventional statistical 
models were developed in the early 1990s, they were not  
successful in clinical applications16. In 2003, a study group 
from the University of Valencia used ML to uncover these 
hidden associations17. Since then, many ML models have 
been developed. An observational study in 2016 found 
that clinical adjustments with CDSS, specifically the  
“Anemia Control Model (ACM) by Fresenius Medical Care,” 

led to a higher percentage of hemoglobin on target (76.6% 
versus 70.6%), less deviation in hemoglobin fluctuation 
(0.95 g/dl to 0.83 g/dl), and a lower mean erythropoietin 
dosage (0.63 to 0.46 mcg/kg/month), as shown in Figure 318.  
The implementation of these ML algorithms in the form 
of CDSS serves as a prime illustration of the potential 
of AI in clinical decision-making. The utilization of these  
models has been shown to result in more precise  
treatment targeting, reducing the occurrence of adverse 
events for the patients, streamlining the prescription  
process for the physicians, and increasing cost-effective-
ness for healthcare institutions. It is expected that in the 
future, the use of these AI-powered CDSS will become 
increasingly prevalent among nephrologists in their 
management of patients. The ability of these models 
to process large and diverse sets of data, adapt to new 
information, and identify complex correlations make them 
a valuable asset in the field of healthcare.

Topic Publications(N) Objectives

Glomerular 
disease

39 Diagnosis of SLE, IgAN, MN, and others using data from either a light microscope 
or electron microscope, 
Prediction of Nephrotic syndrome in the general population,
Prediction of histology of kidney biopsy from clinical parameters,
Prediction prognosis of nephrotic syndrome patients

Nutrition 3 Predict the consequence of malnutrition patients,
Prediction of potassium amount in the diet of the patient

Miscellaneous 42 Finding potential genes, and biomarkers for diseases e.g. AIN (IL1617),  
Prediction stone analysis,  
Prediction of urine 24-hour analysis of stone component,  
Develop a new Modified protocol for imaging,  
Image recognition for renal stone, hydronephrosis, and CAKUT,  
Prediction of hyperkalemia

Abbreviations: CDSS, clinical decision support systems; CKD-MBD, chronic kidney disease with the mineral bone  
disorder; PET, peritoneal equilibration test; CVD, cardiovascular disease; IFTA, interstitial fibrosis, and tubular atrophy; 
CABG, coronary artery bypass graft; TAA, Thoracic aortic aneurysm; PCI, percutaneous coronary intervention; TKA, 
total knee arthroplasty; RRT, renal replacement therapy; DN, diabetes nephropathy; ADPKD, Autosomal dominant 
polycystic kidney disease; SLE, systemic lupus erythematosus; IgAN, Ig A nephropathy; MN, membranous nephropathy; 
AIN, acute interstitial nephritis; CAKUT, congenital anomalies of the kidney and urinary tract.
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Figure 3 Temporal evolution of hemoglobin of the same patient.
The vertical dotted line represents the time of ACM introduction. Adapted from the study of Carlo Barbieri18.

Dialysis adequacy and service planning
	 The utilization of AI in the management of dialysis 
units has proven to be a valuable asset in the face of the 
large quantity of data collected during dialysis sessions. By  
utilizing AI as an auditing system, it is possible to summarize  
these sessions from a clinical quality perspective, such as 
assessing the likelihood of clotting, session interruption, 
or the adequacy of the dialysis. This application of AI has 
been studied, with a total of 12 articles dedicated to this 
specific use. The majority of these studies utilize a diverse  
range of input data, including demographic data, laboratory  
data, time series data, and dialysis data, to construct a 
risk profile for each patient. This risk profile can then be 
used to prioritize surveillance management in clinics with 
limited resources, ultimately improving patient outcomes 
and streamlining clinical decision-making.

Assessment of arteriovenous access
	 The assessment of good arteriovenous fistula (AVF) 
and arteriovenous graft (AVG) is crucial for successful he-
modialysis and is typically based on clinical examination 
by skilled medical healthcare professionals. However, 
this process can be time-consuming and may require 
additional visits for the patient. A study conducted by 
the Renal Research Institute has demonstrated that the 
utilization of ML algorithms can aid in the classification  

of AVF/AVG images into three stages of aneurysm/ 
pseudoaneurysm, which have different levels of risk for 
AV access rupture, a serious complication that can lead 
to morbidity and mortality19. This ML model has been 
shown to accurately predict these stages with a 93% 
accuracy. The input is image data from a smartphone. 
This allows patients to easily send a picture of their AVF 
for evaluation during interdialytic days, without the need  
for an additional visit, thus promoting proactive management  
and reducing the burden on patients. Another study 
from the same group has focused on AVF patency, using 
demographic data (age, sex), laboratory data (albumin, 
ferritin, PTH), underlying disease (status of diabetes), and 
dialysis data (number of vascular access use, number of 
clots, dialysis vintage, Kt/v, etc.) to predict AVF failure 
within 90 days with a good AUC of 0.8020.
	 The utilization of photoplethysmography (PPG)  
sensor systems is widespread in various applications, 
such as determining oxygen saturation and heart rate. A 
study conducted in Taiwan has explored the use of PPG 
sensors as a portable device for the assessment of AVF21. 
The study, which is a proof-of-concept, developed an 
ML model that transforms the PPG wave into a velocity 
comparable to that of doppler ultrasound. This model 
can classify AVF with abnormalities with a high accuracy 
of 89%. This technology could be a promising alternative 

Boonvisuth et al.
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to the traditional clinical examination, as it allows for a 
more convenient, non-invasive, and accurate assessment  
of AVF.

Dry weight prediction
	 The determination of dry weight (DW) is a crucial as-
pect of hemodialysis, as it serves as the foundation for 
determining the appropriate ultrafiltration volume for 
each patient. The maintenance of an accurate DW is vital 
as deviations, whether too high or too low, can lead to 
a variety of negative consequences. Despite the impor-
tance of accurate DW determination, traditional clinical 
assessment methods, such as those utilizing history taking 
and physical examination, have been known to be both 
inaccurate and insensitive. In recent years, several studies 
have attempted to replicate these methods through the 
utilization of ML techniques, with the ultimate aim of 
determining DW that is comparable to clinical-assessment 
DW22, 23. Inputs for these ML models typically include 
demographic data, laboratory data, underlying disease, 
and dialysis-related data. However, none of these models 
incorporate parameters from time-series data as an input. 
The performance of these ML-based models has been 
variable, and the application of these models in clinical 
settings remains a topic of ongoing debate.

Intradialytic adverse event detection
	 As mentioned above, the determination of an  
appropriate DW for patients undergoing hemodialysis 
remains a contentious issue, with various methods  
employed to assess optimal DW. Without knowing the true 
DW, some models aim for the prediction of consequences 
instead. The prediction of intradialytic adverse events, 
such as intradialytic hypotension (IDH) and cramping, 
has also been explored by 2 fashions. Predictive models 
utilizing static input parameters before the dialysis session 
have been implemented on a pilot basis. These models 
utilize a variety of input data, including demographic data 
(age, sex, height, etc.), laboratory results (sodium, calcium, 
etc.), underlying medical conditions (status of diabetes, 
hypertension, etc.), time series data as a timestamp  
(systolic blood pressure and diastolic blood pressure 

before dialysis session), and dialysis-specific data (dialyzer 
type, dialysis vintage, etc.). However, models utilizing 
non-static parameters (change of timestamps data during 
hemodialysis sessions such as systolic blood pressure, 
diastolic blood pressure, heart rate, and respiratory rate),  
have proven to be more effective in proactively mitigating  
adverse events, with many models demonstrating excellent  
performance in terms of area under the curve (AUC) for 
adverse events (0.83-0.90)24, 25. By utilizing such assistive 
tools, healthcare professionals can reduce their workload 
and more efficiently monitor adverse events. 

Management of mineral and bone disorder
	 Regarding mineral and bone disorder (MBD) management,  
these studies focus on complex interactions between 
calcium, phosphate, vitamin D, PTH, etc. Although it uses 
the same concept as anemia management, the number 
of papers in this field is limited to six papers. One study 
from Taiwan, which utilizes underlying disease and  
laboratory data to predict in-range PTH, demonstrates 
promising results with an AUROC of 0.83 (p=0.003)26. Some 
studies have also shown that ML can predict vitamin D 
deficiency with higher accuracy than conventional logistic  
regression27. However, it should be noted that these  
studies are currently lacking in external validation, and 
their generalizability is thus limited.
 
Prediction of cardiovascular disease and mortality 
	 In the realm of hemodialysis, the initiation of treatment 
is a crucial juncture at which patients are often forced to 
make decisions based on their intuition and the potential 
impact of treatment on their quality of life and survival.  
A period of a few months following the initiation of  
hemodialysis is a particularly high risk for mortality. Through  
the utilization of ML models, it has been demonstrated 
that the prediction of mortality in this early stage can 
be accomplished with greater accuracy than traditional 
statistical models (AUC 0.82 vs AUC 0.69-0.72)28. This can 
greatly aid patients in making informed decisions regarding 
their treatment. Furthermore, ML models have also been 
developed to predict 90-day and 5-year mortality with 
greater accuracy than conventional statistical models29,  
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which can facilitate patient-nephrologist shared  
decision-making for the continuation or cessation of  
dialysis with increased confidence.
	 In addition to predicting mortality, some studies in 
this area have also focused on the prediction of other 
hard outcomes such as cardiovascular events30, 31. Input 
data of this model consists of a wide variety of variables 
including demographic data (age, sex, ethnicity, region), 
laboratory data (hemoglobin, hematocrit, leukocyte,  
creatinine, eosinophil, iron status, albumin, electrolyte, 
uric, LDH, LFT, ESR, CRP, etc.), time-series data (vital signs, 
UFR, etc.), underlying disease (diabetes, hypertension, 
cystic kidney, etc.), and dialysis data (dialysis vintage, 
vascular access, Kt/v, etc.). Large-scale implementation 
of these models has been undertaken in Taiwan32.
	 Furthermore, unsupervised learning has been utilized 
in some models29, 31 to identify potential biomarkers that 
may serve as key pathways for predicting mortality or 
cardiovascular events, such as IL-12p70, AST, and miRNA. 
However, further research in the realm of basic sciences 
is needed to fully understand the associations between 
these biomarkers and clinical outcomes before they can 
be implemented in real clinical settings.

Cognitive function assessment
	 Cognitive impairment is a prevalent issue among 
individuals with End-Stage Renal Disease (ESRD), which 
is associated with poor outcomes. While the domain of  
memory is impaired earliest in Alzheimer’s disease,  
cognitive impairment in ESRD usually presents with 
impairment of orientation, attention, and executive 
ability33. One-third of ESRD patients in their 50s and 60s 
have executive function impairment, with a prevalence 

of around 60% in patients over 60 years of age. Various 
factors may contribute to this phenomenon, including 
demographic data such as age and educational level, 
underlying diseases such as atherosclerosis and diabetes, 
and dialysis parameters such as retention of uremic 
toxins, hemodynamic instability, and anemia. However, 
its mechanism remains poorly understood34. Diagnosis of 
cognitive impairment is traditionally made subjectively by 
a neurologist using clinical scores such as the Montreal 
Cognitive Assessment Scale (MoCA). With advancements 
in neuroimaging technology, a study group from China has 
developed several ML models that predict MoCA scores 
using only image data from functional magnetic resonance 
imaging (fMRI)35. These models have shown good accuracy 
in predicting MoCA scores (RMSE 0.88, RMSE 2.40) and 
may help researchers better understand the relationship 
between cognitive function and neuroimaging in ESRD 
patients. However, their practical application is limited 
due to the cost and inaccessibility of fMRI screening, and 
they have yet to be validated with external datasets.
	 Details of important publications are provided in  
Table 4.

Conclusion
	 AI is transforming the way nephrologists diagnose and 
treat patients. The field of nephrology has been merged 
with AI in various ways. The promising concept of CDSS 
has been proven in beneficence not only to patients but 
also to physicians, and institutes. This is slowly changing 
the landscape of the management in the dialysis unit 
and will probably have a significant impact on the way 
we practice in the coming years.
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