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การพยากรณ์เป็นการคาดการณ์เหตุการณ์ที�จะเกิดขึ�นในอนาคต ซึ�งมีความสําคัญและถูกนํามาใช้ในการวางแผนอย่างมี

ประสทิธภิาพ การพยากรณ์เชงิปรมิาณจากการวเิคราะหข์อ้มลูในอดตีที�นิยมใชม้ากคอืการพยากรณ์ดว้ยขอ้มูลอนุกรมเวลา อนุกรมเวลา

คอืชุดขอ้มลูที�ไดจ้ากการสงัเกตหรอืเกบ็เรยีงตามลาํดบัเวลา การพยากรณ์อนุกรมเวลาเป็นกระบวนการพยากรณ์ค่าของขอ้มลูอนุกรมเวลา

ที�จะเกดิขึ�นในอนาคตจากการสงัเกตที�ผ่านมา ขอ้มูลอนุกรมเวลาประกอบดว้ยส่วนต่างๆ ไดแ้ก่ แนวโน้ม (Trend), ฤดูกาล (Seasonal), 

วฏัจกัร (Cyclic) และ สิ�งรบกวน (Noise) ขั �นตอนการพฒันาแบบจาํลองในการพยากรณ์อนุกรมเวลามกัใชข้ ั �นตอนมาตรฐานตามหลกัการ 

Cross Industry Standard Process for Data Mining (CRISP-DM) เทคนิคที�ใชใ้นการพยากรณ์อนุกรมเวลาและหารูปแบบความสมัพนัธ์

ของข้อมูลสามารถแบ่งออกตามวิธกีารสร้างแบบจําลองคือ วิธีการทางสถิติ และวิธีการเรียนรู้ของเครื�อง ในทางเภสชักรรมได้มกีาร

ประยุกตใ์น 2 สว่นที�น่าสนใจโดยมวีตัถุประสงคแ์ละเทคนิคในการสรา้งแบบจาํลองที�แตกต่างกนั คอื 1) การพยากรณ์ค่าใชจ้่ายดา้นยา นํา

ขอ้มลูยอ้นหลงัของค่าใชจ้า่ยดา้นยาระยะยาวมาสรา้งแบบจาํลองเพื�อพยากรณ์ค่าใชจ้่ายในระยะถดัไป ผลการศกึษาสามารถนําไปใชใ้นการ

ตดัสนิใจเชงินโยบายหรอืวางแผนรองรบัสถานการณ์ต่างๆ 2) การพยากรณ์ความต้องการใชย้า นําหลกัการพยากรณ์ความตอ้งการสนิคา้

มาใช ้เพื�อประโยชน์ต่อระบบโซ่อุปทานที�ซบัซอ้นของอุตสาหกรรมยา สามารถนําปรมิาณการใชย้าหรอืยอดขายยาของหน่วยงานมาสรา้ง

แบบจําลองด้วยเทคนิคที�พฒันาเพื�อเน้นความแม่นยําในการพยากรณ์ และนําไปกําหนดแนวปฏิบัติภายในองค์กรได้ทนัต่อความ

เปลี�ยนแปลง การพยากรณ์อนุกรมเวลาในทางเภสชักรรมเป็นวธิกีารหนึ�งในการนําขอ้มลูดา้นยาที�บนัทกึไวอ้ย่างต่อเนื�องมาวเิคราะหเ์พื�อ

หาคาํตอบล่วงหน้าของสิ�งที�สนใจศกึษา อกีทั �งยงัสามารถพฒันาเทคนิคการพยากรณ์ต่างๆ เพื�อปรบัใชก้บัขอ้มลูที�มไีด ้ความแม่นยาํในการ

พยากรณ์ขึ�นอยู่กบัการเลอืกวธิกีารที�เหมาะสมกบับรบิทของขอ้มลูอนุกรมเวลา ช่วงเวลาที�ศกึษาและวตัถุประสงคใ์นการพยากรณ์ 
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Forecasting is a prediction of an event that will happen in the future. This is very important for effective planning. The 

most popular quantitative forecasting based on historical data analysis is time series forecasting. Time series is a series of 

observations listed in the order of time. Time series forecasting is the process of predicting the future value of time series data 

based on past observations. Time series data consists of the following components: Trend, Seasonal, Cyclic and Noise. The 

standard procedures based on Cross Industry Standard Process for Data Mining (CRISP-DM) framework principles are often 

used to develop models in time series forecasting. The model development technique used to define the relationships between 

variables and to forecast time series data can be divided into statistical method and machine learning method. In the field of 

pharmacy, time series forecasting has been applied in two interesting areas, each with different purposes and techniques. The 

first is drug expenditure forecasting. Studies were conducted by using long-term retrospective data for developing models to 

predict drug expenditure in the next period. The results of studies are used to provide decision-making information for well 

prepare in any situation. The second application is to forecast the demand for drug products,  that can cause a profitable in 

complex supply chain of pharmaceutical industry by using the model from drug consumption or drug sales data. Modeling 

techniques require more precise prediction to promptly determine the process in organization. In pharmaceutical domain, time 

series forecasting is one of the methods to fetch the consecutive drug information to analyze for finding the answer of some 

interest in advance. In addition, forecasting techniques be adjusted to better fit available data The efficiency in forecasting 

depends on choosing a method that is appropriate for the context of the time series data, study period, and forecasting objectives. 
 

Keywords: time series, time series forecasting, machine learning model, drug expenditure forecasting, drug demand forecasting 

 

 



Time series forecasting and application in pharmaceutical area 

Nettip G. et al. 

_______________________________________________________________________________________________ 
 

  3  

IJPS 

Vol. 19 No. 3  July – September  2023 

บทนํา
การพยากรณ์เป็นสิ�งที�สามารถดึงดูดความสนใจของ

ผู้คนมานานนับพันปี การพยากรณ์ที�ดีกลายเป็นความน่า

อัศจรรย์ ในขณะที�การพยากรณ์ไม่แม่นยําอาจนําไปสู่ความ

เสยีหายในดา้นต่างๆ ได ้ในปัจจุบนัการพยากรณ์เป็นที�ตอ้งการ

และถูกนําไปใช้ในหลายสถานการณ์ เช่น การจะสร้าง

โรงงานผลิตไฟฟ้าแห่งใหม่ในอีก 5 ปีข้างหน้า ต้องมีข้อมูล

พยากรณ์ความต้องการใช้ไฟฟ้าประกอบการตัดสินใจ การ

กําหนดตารางงานของพนักงานคอลเซ็นเตอร์ในสปัดาห์ถัดไป

ต้องมขีอ้มูลพยากรณ์ปรมิาณสายโทรเขา้ ปรมิาณสนิคา้คงคลงั

ต้องมีข้อมูลพยากรณ์ความต้องการใช้สนิค้า การพยากรณ์จงึ

สามารถคาดการณ์ล่วงหน้าได้หลายปีสําหรบักรณีการใช้เงิน

ลงทุน หรือพยากรณ์ล่วงหน้าเพียงไม่กี�นาทีล่วงหน้าสําหรบั

เสน้ทางโทรคมนาคมไรส้าย ดงันั �น แมว้่าขอ้มลูจะมสีถานการณ์

หรือช่วงเวลาใดๆ มาเกี�ยวข้อง การพยากรณ์จะเป็นตัวช่วย

สําคัญในการวางแผนอย่างมีประสิทธิภาพและประสิทธิผล 

ในขณะที�สถานการณ์หรอืสิ�งที�ต้องการพยากรณ์มทีั �งที�สามารถ

ทําได้ง่ายและยาก การคาดการณ์สถานการณ์หรอืปรมิาณของ

สิ�งต่างๆ จงึขึ�นอยู่กบัหลายปัจจยั ไดแ้ก่ ความรูแ้ละความเขา้ใจ

ถึงปัจจยัที�ส่งผลต่อสิ�งที�จะพยากรณ์นั �น ขอ้มูลที�มอียู่มปีรมิาณ

มากน้อยเพยีงใด และการพยากรณ์จะส่งผลกระทบต่อสิ�งที�กาํลงั

พยายามจะพยากรณ์หรือไม่ หลกัการสําคญัในการพยากรณ์

โดยทั �วไปคือ ผู้พยากรณ์รู้ว่าเมื�อใดที�จะสามารถพยากรณ์ได้

อย่างถูกตอ้ง และเมื�อใดที�การคาดการณ์นั �นไม่ไดใ้หผ้ลดกีว่าการ

โยนเหรยีญเสี�ยงทาย การพยากรณ์ที�ดจีะสามารถจบัรปูแบบและ

ความสมัพนัธ์ที�แท้จริงซึ�งมีอยู่จากข้อมูลในอดีต แต่ไม่ซํ�ากบั

เหตุการณ์ในอดีตที�จะไม่เกดิขึ�นอีก ในทุกๆ การเปลี�ยนแปลง

ของสภาพแวดล้อมที�เกดิขึ�น แบบจําลองในการพยากรณ์ที�ดจีงึ

สามารถสะทอ้นใหเ้หน็ทั �งความเคลื�อนไหวและวธิกีารที�สิ�งต่างๆ 

กําลงัแปรเปลี�ยนไปตามสภาพแวดลอ้มนั �นดว้ย การเลอืกวธิกีาร

พยากรณ์ที�เหมาะสมขึ�นอยู่กบัชนิดของขอ้มูลที�มอียู่เป็นสาํคญั 

หากไม่มขีอ้มลูเพยีงพอ หรอืขอ้มูลที�มอียู่ไม่เกี�ยวขอ้งกบัสิ�งที�จะ

พยากรณ์ ควรใช้การพยากรณ์เชิงคุณภาพ (qualitative 

forecasting) ซึ�งเป็นการคาดการณ์จากผูท้ี�มคีวามเชี�ยวชาญหรอื

ทกัษะในเรื�องนั �นๆ โดยไม่อิงกบัขอ้มูลที�มใีนอดีต สําหรบัการ

พยากรณ์ เชิงปริมาณ (quantitative forecasting) เ ป็นการ

พยากรณ์โดยใชต้วัเลขและหลกัการทางสถติ ิสามารถใชไ้ดเ้มื�อ

ขอ้มูลในอดตีมปีรมิาณมากพอ และมเีหตุผลเพยีงพอที�จะทําให้

เชื�อไดว้่ารูปแบบความสมัพนัธท์ี�เคยเกดิขึ�นในอดตีบางลกัษณะ

จะดําเนินต่อไปในอนาคต วธิกีารพยากรณ์เชงิปรมิาณสามารถ

ทําไดห้ลายวธิ ีส่วนใหญ่มกีารพฒันาขึ�นเฉพาะกบัวตัถุประสงค์ 

จึงมีคุณสมบัติ ความแม่นยําและต้นทุนแตกต่างกันซึ�งต้อง

พจิารณาในการเลอืกใช ้การพยากรณ์เชงิปรมิาณที�นิยมใช้มาก

คือการพยากรณ์ด้วยข้อมูลอนุกรมเวลา (time series data) 

(Hyndman & Athanasopoulos, 2018) 

1. ข้อมูลอนุกรมเวลา (Time series data) 

อนุกรมเวลาคอืชุดข้อมูลที�ได้จากการสงัเกตหรอืเกบ็

เรยีงตามลําดบัเวลา ขอ้มูลหนึ�งๆ ในอนุกรมเวลาจะถูกบันทึก

อย่างต่อเนื� องในทุกช่วงเวลา (Illukkumbura, 2021; Kotu & 

Deshpande, 2019) การวิเคราะห์อนุกรมเวลา (Time series 

analysis) คือกระบวนการสกัดเพื�อดึงเอาข้อมูลที�สําคัญและ

รูปแบบ (patterns) จากอนุกรมเวลา สําหรับการพยากรณ์

อนุกรมเวลา  (Time series forecasting) เ ป็นกระบวนการ

พยากรณ์ค่าของขอ้มลูอนุกรมเวลาที�จะเกดิขึ�นในอนาคตจากการ

สงัเกตและเก็บข้อมูล การพยากรณ์อนุกรมเวลาเป็นหนึ�งใน

วิธีการวิเคราะห์เชิงคาดการณ์ซึ�งเป็นที�รู้จกักนัมานาน มีการ

นํามาใช้กนัอย่างแพร่หลายในองคก์รและมพีื�นฐานมาจากสถติิ

เชงิลกึ ในการพยากรณ์อนุกรมเวลา องคป์ระกอบที�สาํคญัในการ

พยากรณ์คอื เวลา ดงันั �นการพยากรณ์ตวัแปรหนึ�งๆ ที�สนใจ จงึ

เป็นการติดตามความเปลี�ยนแปลงค่าของตัวแปรนั �นในแต่ละ

ช่วงเวลา โดยนําตวัแปรที�มผีลมาใช้ในการพยากรณ์ แตกต่าง

จากหลกัการพยากรณ์ดว้ยวธิกีารสรา้งแบบจาํลองอื�นๆ ซึ�งไม่ได้

นํา เวลา มาเป็นองค์ประกอบในการพิจารณา อีกทั �งอาจไม่มี

ขอ้มลูการสง่ผลของเวลาต่อตวัแปรที�สนใจ (Kotu & Deshpande, 

2019) ข้อมูลอนุกรมเวลาประกอบด้วยส่วนต่างๆ ดังนี�  

(Hyndman & Athanasopoulos, 2018) 

- แนวโน้ม (trend) คอืแนวโน้มในระยะยาวของขอ้มูลที�

มกีารเพิ�มขึ�นหรอืลดลง ซึ�งไม่จําเป็นต้องอยู่ในรูปเสน้ตรง อาจ

เรยีกไดอ้กีอย่างหนึ�งว่า ทศิทางในการเปลี�ยนแปลง เช่น ขอ้มูล

ยอดขายของยาชนิดหนึ�งๆ เมื�ออยู่ในจุดที�มแีนวโน้มเพิ�มขึ�นแต่

ละปี สามารถเปลี�ยนแปลงเพิ�มขึ�นหรอือาจลดลงไดเ้มื�อมยีาอื�นใช้

แทน 

- ฤดูกาล (seasonal) คือรูปแบบของอนุกรมเวลาที�

ปรากฎเมื�อขอ้มูลนั �นเป็นผลมาจากปัจจยัที�เกี�ยวกบัฤดูกาล เช่น 

ช่วงเวลาในแต่ละปี หรอืวนัในแต่ละสปัดาห ์seasonal ส่วนใหญ่

จะมีความคงที�และสามารถรู้ความถี�ในการเกิดที�แน่นอน โดย

ความถี�ของรูปแบบ seasonal ที�เกดิขึ�นอาจแยกออกได้เป็นทุก

ชั �วโมง ทุกวนั ทุกสปัดาห์ ทุกเดอืน ทุกไตรมาส และทุกรอบปี 
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ตามลกัษณะและชนิดของขอ้มูลอนุกรมเวลาที�สนใจ เช่น ขอ้มูล

ปรมิาณการใชอ้นิเทอรเ์น็ต ขอ้มูลการซื�อขายหุน้ ขอ้มูลผูป่้วยที�

เขา้รบับรกิารในแต่ละเดอืน ขอ้มลูหนี�สนิครวัเรอืน เป็นตน้ 

- วฏัจกัร (cyclic) เป็นส่วนประกอบของอนุกรมเวลาที�

จะเกดิการเพิ�มขึ�นและลดลงของขอ้มูลโดยมคีวามถี�ไม่คงที� และ

ไม่สามารถคาดการณ์ระยะห่างระหว่างเวลาที�เกดิในแต่ละครั �งได ้

โดยแต่ละรอบมกัจะห่างกนัเกนิ 1 ปี เช่น ค่าของขอ้มลูที�มคีวาม

ผนัผวนจากสภาวะเศรษฐกจิเฟื� องฟูและถดถอย 

- สิ�งรบกวน (noise) คอืขอ้มูลที�เกดิขึ�นซึ�งไม่อยู่ในรูป

ของ  trend, seasonal ห รือ  cyclic เ ป็ นส่ วนที� ไ ม่ ส า ม า รถ

คาดการณ์รูปแบบการเกิดได้ ข้อมูลอนุกรมเวลาทุกชุดจะมี 

noise เป็นสว่นประกอบเสมอ (Kotu & Deshpande, 2019) บาง

แหล่งอ้างองิเรยีกส่วนประกอบนี�ว่า remainder component ซึ�ง

หมายความรวมถึงข้อมูลอื�นๆ ที�ไม่ใช่ trend seasonal หรือ 

cyclic เ ช่ น กัน  ( Dix, 2020; Hyndman & Athanasopoulos, 

2018) 

คุณลกัษณะขององค์ประกอบข้อมูลอนุกรมเวลาเมื�อ

พลอ็ตกราฟของค่าสงัเกตที�แต่ละจุดเวลา จะสามารถแยกไดเ้ป็น

แนวโน้ม ฤดูกาล สิ�งรบกวน และวฏัจกัร (Kotu & Deshpande, 

2019) ดงันั �นเมื�อพจิารณาในรูปแบบทางคณิตศาสตร ์อาจกล่าว

ไดว้่าอนุกรมเวลาคอืชุดขอ้มลูของค่าคงที�ในช่วงเวลาหนึ�งๆ (yt) 

ซึ�งเป็นผลรวมจากส่วนประกอบต่างๆ ที�มผีลมาจากลําดบัเวลา

ในช่วงที�เกบ็ขอ้มลูนั �น (Bontempi et al., 2013) ในการพยากรณ์

โดยทั �วไปจะรวมส่วน cyclic อยู่ใน trend เนื�องจากชุดขอ้มูลนั �น

อาจไม่แสดง cyclic ชดัเจนในช่วงที�เกบ็ขอ้มลู (Ord et al., 2017) 

สามารถเขยีนชุดข้อมูลให้แต่ละส่วนประกอบอยู่ในรูปสมการ

ความสัมพันธ์เชิงบวกหรือความสัมพันธ์แบบทวีคูณได้ดังนี�  

(Kotu & Deshpande, 2019; Zdravkovic, 2019) 

Time series = Trend + Seasonality + Noise   [yt = 

Tt + St + Et] 

Time series = Trend x Seasonality x Noise    [yt = 

Tt x St x Et] 

ในปัจจุบนัการพยากรณ์อนุกรมเวลามบีทบาทสาํคญัใน

สาขาต่างๆ เช่น เศรษฐกจิ การเงนิ อุตุนิยมวทิยา การสื�อสาร

โทรคมนาคม รวมทั �งภาคธุรกิจโดยเฉพาะธุรกิจอัจฉริยะ 

( business intelligence) (Bontempi et al., 2013) ซึ� ง สามารถ

ช่วยเป็นขอ้มูลในการตดัสนิใจสําหรบัสิ�งที�จะเกดิขึ�นในอนาคต 

เช่น การจัดตารางการผลิตสินค้าให้สอดคล้องกับผลการ

พยากรณ์ยอดขายสนิคา้ การเตรยีมการขนส่งในแต่ละช่วงเวลา

จากข้อมูลการพยากรณ์ความต้องการสินค้า และการเตรียม

บุคลากรรองรบัการบรกิารในช่วงที�มพียากรณ์ว่าจะมผีูใ้ชบ้รกิาร

มาก เ ป็นต้น  (Hyndman & Athanasopoulos, 2018; Kotu & 

Deshpande, 2019) 

2. ขั �นตอนการพยากรณ์อนุกรมเวลา 

การพยากรณ์อนุกรมเวลาสามารถทําได้โดยการสรา้ง

แบบจําลองการพยากรณ์จากขอ้มลูในอดตีจงึมขี ั �นตอนการสรา้ง

แบบจําลองเพื�อใช้ในการพยากรณ์ตามหลักวิทยาการข้อมูล 

( Data Science) (Kotu & Deshpande, 2019; Kullimratchai, 

2018) ซึ� งอ้า งอิงจาก Cross Industry Standard Process for 

Data Mining (CRISP-DM) (Chapman et al., 2000) ประกอบ 

ดว้ยขั �นตอนดงันี� 

1) Business understanding ก า รทํ า ค ว า ม เ ข้ า ใ จ

เกี�ยวกบัพนัธกจิและวตัถุประสงคข์ององคก์รใหท้ราบถงึปัญหา

หรือสิ�งที�ต้องดําเนินการเพื�อให้พนัธกิจลุล่วง ได้ผลลัพธ์ตาม

วตัถุประสงคท์ี�ตอ้งการจากการพยากรณ์ 

2) Data understanding การทําความเข้าใจเกี�ยวกับ

ข้อมูล คือการเริ�มต้นรวบรวมข้อมูลที�มกีารบนัทึกไว้ สามารถ

อธบิายและตรวจสอบขอ้มลูเพื�อนํามาใชใ้นการวเิคราะหไ์ดอ้ย่าง

ถูกตอ้งตามขอบเขตของการพยากรณ์ 

3) Data preparation การจดัเตรียมข้อมูลสําหรบัการ

วิเคราะห์ ถือเป็นขั �นตอนที�ใช้ระยะเวลานานที�สุด โดยการนํา

ข้อมูลไปผ่านกระบวนการก่อนประมวลผล ได้แก่ การสํารวจ

ขอ้มูล (data exploration) การประเมนิคุณภาพของขอ้มลู (data 

quality assessment) เพื�อให้แน่ใจว่าข้อมูลถูกเก็บมาอย่าง

ถูกต้องในช่วงเวลาที�สนใจศึกษา การจัดการข้อมูลสูญหาย 

(missing data management) การแปลงชนิดของข้อมูล (data 

type conversion) เพื�อให้ตวัแปรต่างๆ อยู่ในรูปที�เหมาะสมกบั

อัลกอริทึมที�จะเลือกใช้ในการวิเคราะห์ การแปลงค่าข้อมูล 

(transformation) การสํารวจค่าผดิปกติจากชุดขอ้มูล (outliers) 

การเลอืกคุณลกัษณะเด่นของตวัแปรหรอืค่าที�สนใจจะใชใ้นการ

พยากรณ์ (feature selection) และการสุ่มตวัอย่างขอ้มูล (data 

sampling) เพื�อแบ่งกลุ่มของข้อมูลที�จะใช้เป็นชุดข้อมูลฝึกฝน 

(training data set) และชุดขอ้มลูทดสอบ (test data set) 

4) Modeling การสรา้งแบบจาํลองประกอบดว้ยขั �นตอน

ย่อยคือ การคดัเลือกเทคนิคที�ใช้ในการสร้างแบบจําลอง การ

ออกแบบและสรา้งแบบจาํลองดว้ยขอ้มลูที�ใชเ้ป็นชุดขอ้มลูฝึกฝน 

และการประ เมินแบบจํ าลอง เบื� อ งต้นว่ ามีตัวแปรและ

ความสมัพนัธข์องขอ้มลูครบตามที�วเิคราะห ์ 

5) Evaluation การประเมนิแบบจาํลอง โดยประเมนิผล

การพยากรณ์ที�ได้จากแบบจําลองที�สร้างขึ�น  จากการหาค่า
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เบี�ยงเบนที�เกดิขึ�นเมื�อทดสอบแบบจําลองดว้ยขอ้มูลชุดทดสอบ

และเปรยีบเทยีบความแม่นยาํของผลการพยากรณ์เมื�อใชเ้ทคนิค

ในการสรา้งแบบจาํลองที�แตกต่างกนั การวดัประสทิธภิาพในการ

พยากรณ์ของแบบจําลองที�สร้างขึ�น สามารถใชว้ธิกีารทางสถติิ

ในการหาค่า error ซึ�งเป็นผลต่างระหว่างค่าขอ้มูลที�ได้จากการ

พยากรณ์กับค่าข้อมูลจริง ซึ�งมี 4 แบบได้แก่ Mean absolute 

deviation, Bias value หรือค่าเฉลี�ยของ error, Mean square 

error (MSE) แ ล ะ  Mean absolute percentage error (MAPE) 

(Illukkumbura, 2021) 

6) Deployment การนําแบบจําลองไปปรับใช้ในการ

พยากรณ์ มีการวางแผนการนําแบบจําลองไปปรับใช้ วาง

แผนการตดิตามและปรบัปรุงแบบจาํลอง 

จากการสืบค้นงานวิจัยพบตัวอย่างการศึกษาของ 

Zadeh NK และคณะ (Zadeh et al., 2014) ดาํเนินการพยากรณ์

อนุกรมเวลาโดยสร้างแบบจําลองตามขั �นตอน CRISP-DM ซึ�ง

ผู้วิจ ัยให้ความสําคัญในขั �นตอนการวิเคราะห์ข้อมูลก่อนสร้าง

แบบจําลอง โดยการนําขอ้มูลมาประมวลผลและแสดงให้อยู่ใน

รูปแผนภาพ จงึมกีารทํา Data visualization และการวเิคราะห์

ข้อมูลจากแผนภูมิกราฟ (Graph based analysis) ในขั �นตอน

การจดัเตรยีมขอ้มลูดว้ย เป็นวธิกีารหนึ�งที�ช่วยใหส้ามารถเขา้ใจ

ภาพรวมและแนวโน้มของชุดขอ้มลูที�เกบ็มาไดด้ขี ึ�น 

3. เทคนิคที�ใช้ในการพยากรณ์อนุกรมเวลา 

การพยากรณ์อนุกรมเวลาสามารถแบ่งออกได้เป็น 4 

วธิตีามเทคนิคที�ใชใ้นการสรา้งแบบจําลอง ไดแ้ก่ การพยากรณ์

ด้วยวิธีแยกส่วนประกอบของข้อมูลอนุกรมเวลา (time series 

decomposition) การพยากรณ์ดว้ยวธิกีารปรบัเรยีบ (smoothing 

based techniques) ก า ร พ ย า ก ร ณ์ ด้ ว ย วิ ธี ก า ร ถ ด ถ อ ย 

(regression based techniques) และการพยากรณ์ด้วยวิธีการ

เรยีนรูข้องเครื�อง (machine learning-based techniques) ซึ�งทั �ง 

3 วธิแีรกอาจเรยีกรวมกนัไดว้่าเป็นวธิกีารสร้างแบบจําลองทาง

สถติ ิ(statistical methods) (Kotu & Deshpande, 2019) 

1) วิธีแยกส่วนประกอบของข้อมูลอนุกรมเวลา เป็น

กระบวนการแยกส่วนประกอบของอนุกรมเวลาให้อยู่ในรูป

องค์ประกอบพื�นฐานที�เป็นตัวแทนของแต่ละเหตุการณ์ใน

ช่วงเวลานั �น คอืการแยกเป็น trend, seasonal และ noise โดย

เมื�อแยกออกมาจะพบว่า trend และ seasonal เป็นส่วนของ

ข้อมูลที�สามารถคาดการณ์ได้ หรือเรียกอีกอย่างหนึ� งคือ 

systematic component ในขณะที� noise เป็นส่วนที�เกดิขึ�นแบบ

สุม่ หรอื non-systematic component วธิกีารนี�เป็นวธิกีารสาํคญั

จะทําใหผู้พ้ยากรณ์เขา้ใจความสมัพนัธ ์สามารถอธบิายรูปแบบ

ของขอ้มูลแต่ละส่วนที�ประกอบกนัในอนุกรมเวลาได้ ก่อนที�จะ

วางแผนเลือกใช้เทคนิคที�เหมาะสมต่อไป เทคนิคที�ใช้ เช่น 

Classical Decomposition เป็นการแยกส่วนข้อมูลและสร้าง

แผนภาพของขอ้มลูเพื�อนํามาใชใ้นการพยากรณ์อย่างง่าย 

2) วิธีการปรับเรียบ เป็นวิธีการนําค่าที�ได้จากการ

สงัเกตขอ้มูลในอดตี และนําส่วนประกอบสําคญัคือ trend และ 

seasonal มาใชใ้นการสรา้งแบบจาํลองเพื�อพยากรณ์ค่าขอ้มูลใน

อนาคต จากการประมาณการดว้ยค่าเฉลี�ยของขอ้มูลในอดตีซึ�ง

ให้นํ�าหนักของแต่ละตวัแปรไม่เท่ากนั เทคนิคที�ใช ้คือ simple 

forecasting methods ซึ�งมทีั �งวธิกีารอย่างง่ายและยากขึ�น เช่น 

Naïve method, Seasonal naive method, Average method, 

Moving average smoothing และ Weighted moving average 

smoothing เป็นต้น อีกเทคนิคที�นิยมคือ วิธีการปรบัเรยีบด้วย

เส้นโค้งเลขชี�กําลงั (Exponential smoothing) เป็นวิธีการที�ให้

นํ�าหนักกบัค่าในอดตีค่าสุดท้ายในการนํามาหาค่าเฉลี�ย เหมาะ

กับข้อมูลที�มีพารามิเตอร์ไม่มาก เช่น Holt’s Two-Parameter 

Exponential Smoothing และ Holt-Winters’ Three-Parameter 

Exponential Smoothing เป็นตน้ 

3) วิธีการถดถอย เป็นวิธีการที�คล้ายกับการสร้าง

แบบจําลองการเรียนรู้ของเครื�องแบบมีผู้สอน (supervised 

machine learning) ที�พยากรณ์ข้อมูลใหม่ด้วยผลลัพธ์จากชุด

ขอ้มูลฝึกฝน ซึ�งจะมทีั �งตวัแปรอสิระและตวัแปรตาม แต่ในที�นี�

เวลาเป็นตวัแปรอิสระ และตัวแปรตามมคีวามสมัพนัธ์เชงิเสน้ 

หลกัการของวธินีี�เป็นการอา้งองิแนวคดิของสหสมัพนัธอ์ตัโนมตั ิ

กล่าวคอื ขอ้มูลที�ได้จากช่วงเวลาที�อยู่ตดิกนัมคีวามสมัพนัธก์นั

ใ น อ นุ ก ร ม เ ว ล า  เ ท ค นิ ค ซึ� ง เ ป็ น ที� รู้ จ ั ก ม า ก ที� สุ ด คื อ 

Autoregressive integrated moving average (ARIMA) 

นอกจากนี�ยังสามารถสร้างแบบจําลองแบบมีผู้สอนด้วยวิธี 

classification เพื�อใช้ในการพยากรณ์อนุกรมเวลา ได้ด้วย

เช่นกนั หากขอ้มูลถูกแปลงค่าใหอ้ยู่ในรูปแบบเฉพาะที�มกีารตดิ

ป้าย (label) และใชว้ธิกีารเรยีนรูข้องเครื�องแบบมผีูส้อนโดยมตีวั

แปรนําเขา้จากอนุกรมเวลาที�แบ่งชุดขอ้มูลออกเป็นชุดย่อยตาม

จุดเวลา ซึ�งตวัแปรนําเขา้อยู่ในจุดเวลาที�ต่อจากค่าสงัเกตในอดตี 

เทคนิคอื�นๆ ที�ใช้ ได้แก่ การถดถอย, การถดถอยแบบเป็น

ฤ ดู ก า ล  (Regression with seasonality) แ ล ะ  ARIMA แ บ บ

ฤดูกาล (Seasonal ARIMA) ซึ�งมกีารใช้รูปแบบฤดูกาลของชุด

ข้อมูลนั �นมาสร้างแบบจําลองร่วมด้วย (Kotu & Deshpande, 

2019) 
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4) วธิกีารเรยีนรู้ของเครื�อง ในช่วงสองทศวรรษที�ผ่าน

มา แบบจําลองที�สรา้งโดยการเรยีนรูข้องเครื�องไดร้บัความสนใจ

เป็นอย่างมากและได้รับการพิสูจน์ว่าเป็นคู่แข่งสําคัญของ

แบบจําลองทางสถติใินการพยากรณ์ เรยีกไดว้่าเป็นแบบจาํลอง

ที�ขบัเคลื�อนด้วยข้อมูล (Bontempi et al., 2013) ใช้สําหรบัการ

วิเคราะห์ชุดข้อมูลที�มีความซบัซ้อนและสร้างแบบจําลองด้วย

วิธีการเรยีนรู้ของเครื�อง ซึ�งสามารถเรยีนรู้คุณลกัษณะของตวั

แปร (feature) และความสมัพนัธ์ระหว่าง feature ได้ วิธีการนี�

สามารถรองรับข้อมูลที�มีขนาดใหญ่ขึ�น และข้อมูลที�ไม่ได้มี

ความสมัพนัธเ์ชงิเสน้ เทคนิคที�ใช ้เช่น CART regression trees 

(CART), Support Vector Regression (SVR), Gaussian 

Processes (GP) Multi-Layer Perceptron (MLP), Bayesian 

Neural Network (BNN), Radial Basis Functions (RBF), 

Generalized Regression Neural Networks (GRNN),             

K-Nearest Neighbor regression (KNN) (Ahmed et al., 2010; 

Makridakis et al., 2018) หลงัจากนั �นได้มีการพฒันาการสร้าง

แบบจําลองด้วยการเรียนรู้ของเครื�องไปสู่การเรียนรู้เชิงลึก 

(deep learning) (Choosri et al., 2019) ซึ�งมรีากฐานมาจากการ

ทาํงานของปัญญาประดษิฐเ์ช่นเดยีวกบัการเรยีนรูข้องเครื�อง แต่

มีหลกัการทํางานเลียนแบบการทํางานของสมองในการสร้าง

ความฉลาดทางความคิดและพฤติกรรมต่างๆ โดยพยายาม

ค้นหาหลกัการคดิที�ซบัซ้อนของสมองและออกแบบการทํางาน

ของแบบจาํลองจากระบบประสาท ทําใหก้ารเรยีนรูเ้ชงิลกึที�เป็น

ที�รู้จกัในช่วงแรกคอื โครงข่ายประสาทเทยีม (Artificial Neural 

Networks; ANN) มีการนํา feature มากําหนดให้เครื�องเรียนรู้

เ ป็นแต่ละชั �น  ( layer) (Bengio et al., 2015) เพื� อ เพิ�มความ

แม่นยําในการพยากรณ์ข้อมูลที�มีขนาดใหญ่ มีความซบัซ้อน 

และเป็นขอ้มูลที�ไม่คงที� ตวัอย่างของการเรยีนรูเ้ชงิลกึชนิดอื�นๆ 

เช่น Long Short Term Memory network (LSTM), Multilayered 

feedforward artificial neural network (MLFANN) แ ล ะ 

Generative adversarial networks (GAN) (Ingle et al., 2021) 

4. การประยุกต์การพยากรณ์อนุกรมเวลาในทาง

เภสชักรรม 

ข้อมูลด้านสุขภาพเป็นข้อมูลที�มีความซับซ้อนซึ�งใน

ปัจจุบนัมกีารเกบ็ขอ้มูลสุขภาพในรูปอเิลก็ทรอนิกสเ์ป็นจํานวน

มากที�สามารถนําไปใชป้ระโยชน์เชงิลกึในการศกึษาด้านต่างๆ 

แม้ว่าข้อมูลที�มอียู่จะมคีวามท้าทายจากข้อกงัวลในด้านความ

เป็นส่วนตัวของผู้ป่วย โรงพยาบาล บริษัทประกันสุขภาพ 

รวมถงึบรษิทัยา แนวทางหนึ�งในการจดัการปัญหาดงักล่าวทาํได้

โดยการเกบ็ขอ้มลูสขุภาพและขอ้มลูการใชย้าที�ไม่ระบุตวัตนของ

ผูป่้วยซึ�งจะทาํใหไ้ม่สามารถเชื�อมโยงไปสู่ขอ้มลูเฉพาะบุคคลได ้

การวิเคราะห์ขอ้มูลอนุกรมเวลาที�มกีารประยุกต์ใช้ในงานวจิยั

ทางเภสัชกรรมเป็นการศึกษาแบบย้อนหลัง (retrospective 

study) เพื�อเปรียบเทียบผลที�สนใจศึกษาเมื�อมีการแทรกแซง 

(intervention) อนุกรมเวลา โดยเกบ็ขอ้มลูทั �งก่อนและหลงัจากมี

การแทรกแซงอย่างต่อเนื�องและมีระยะห่างของข้อมูลเท่ากัน 

เรียกว่า Interrupted time series เป็นการวิจัยกึ�งทดลองที�ใช้

ประเมินประสิทธิผลของการแทรกแซง ในสถานการณ์ที�ไม่

สามารถศึกษาเชิงทดลองแบบสมบูรณ์ได้ (Kaladee et al., 

2013) ตวัอย่างงานวจิยั เช่น การศกึษาของ Sun และคณะ (Sun 

et al., 2017) ศึกษาระยะเวลารอคอยของผู้ป่วยนอกและความ

พงึพอใจของผูป่้วยระหว่างปี 2014 - 2017 ในโรงพยาบาลทั �วไป

ระดบัตติยภูม ิประเทศจนี ด้วยการวเิคราะห์ Interrupted time 

series วธิกีารถดถอยเชงิเสน้ พบว่าเมื�อมกีารแทรกแซงดว้ยการ

แก้ไขเพื�อลดระยะเวลารอคอยวธิต่ีางๆ ระยะเวลารอคอยเฉลี�ย

รายเดอืนในการเขา้พบแพทย์และการรบัยาตามใบสั �งยาลดลง 

3.49 นาที (P = 0.003) และ 8.70 นาที (P = 0.02) ตามลําดบั 

นอกจากนี� trend ของระยะเวลารอคอยสําหรบัการรบัยาตาม

ใบสั �งยายงัลดลงอย่างมีนัยสําคญั (P = 0.003) และการศึกษา

ของ Sruamsiri และคณะ (Sruamsiri et al., 2016) วเิคราะหก์าร

เข้าถึงยา ผลการรักษา และต้นทุนค่ารักษาพยาบาล เพื�อ

เปรียบเทียบความแตกต่างหลงัจากการประกาศใช้บญัชีย่อย    

จ(2) ในบญัชียาหลกัแห่งชาติ โดยเก็บข้อมูลจากโรงพยาบาล

ระดับตติยภูมิใน 3 ภาคของประเทศไทยในปี 2006 – 2012 

พบว่า หลงัจากการประกาศใชบ้ญัชยี่อย จ(2) 1 ปี มรีอ้ยละของ

จาํนวนผูป่้วยไดร้บัยาในบญัชยี่อยดงักล่าวเพิ�มขึ�น และตน้ทุนค่า

รกัษาพยาบาลรายไตรมาสลดลงอย่างมนีัยสําคญั จะเหน็ไดว้่า 

การเก็บข้อมูลสุขภาพในลักษณะอนุกรมเวลาสามารถนํามา

ประยุกต์สาํหรบัออกแบบงานวจิยัเพื�อตอบคําถามในมุมมองการ

เปรยีบเทยีบประสทิธผิลของสิ�งที�สนใจศกึษาในช่วงเวลาต่างๆ 

ได ้

สาํหรบัการพยากรณ์อนุกรมเวลา ไดเ้ริ�มมกีารนําขอ้มลู

อนุกรมเวลาที�เป็นขอ้มูลด้านสุขภาพมาใชใ้นการพยากรณ์ดา้น

เภสชักรรมคลนิิกแต่ไม่เป็นที�นิยมมากนัก อาจเกดิจากขอ้จํากดั

ในการพยากรณ์จากแบบจําลองที�สรา้งขึ�นดว้ยขอ้มูลทางคลินิก 

ดงัตัวอย่างจากการศึกษาของ Willmann และคณะ (Willmann  

et al., 2013) มกีารสรา้งแบบจาํลอง ARIMA จากขอ้มลูการสั �งใช้

ยาต้านจุลชพีของโรงพยาบาลมหาวทิยาลยั Tubingen สหพนัธ์

สาธารณรฐัเยอรมนีในปี 2002 - 2011 เพื�อพยากรณ์การเกดิเชื�อ

ดื�อยาหลงัจากมีการกํากบัดูแลการใช้ยาต้านจุลชีพด้วยระบบ 
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Antimicrobial Stewardship Program (ASP) ผู้ วิ จ ั ย ส รุ ป ว่ า

แบบจําลองจากขอ้มูลอนุกรมเวลา อาจใช้เป็นเครื�องมอืหนึ�งใน

การพยากรณ์ผลของระบบ ASP เพื�อกําหนดนโยบายกํากบัดแูล

ได้ แต่ไม่สามารถสะท้อนสภาวะที� เกิดขึ�นจริงได้ทั �งหมด 

เนื�องจากไม่สามารถเก็บทุกข้อมูลซึ�งเป็นตัวแทนของปัจจัยที�

ส่งผลต่อการเกิดเชื�อดื�อยา ทําให้การสร้างแบบจําลองในการ

พยากรณ์มคีวามแม่นยําลดลง ปัจจุบนัมกีารประยุกต์ใชส้าํหรบั

การพยากรณ์ต้นทุนค่ารกัษาพยาบาลอย่างแพร่หลาย ซึ�งมกีาร

ใช้เทคนิคในการสร้างแบบจําลองที�แตกต่างกันทั �งการใช้

แบบจําลองทางสถิติและแบบจําลองจากการเรียนรู้ของเครื�อง 

ความท้าทายประการต่อมาคือการเลือกใช้แบบจําลองในการ

พยากรณ์ที�เหมาะสมในการวเิคราะห์อนุกรมเวลา มอีลักอรทิมึ

จํานวนน้อยมากที�ไดร้บัการแนะนําใหใ้ชใ้นการสรา้งแบบจาํลอง

การพยากรณ์ที�เกี�ยวกบัข้อมูลสุขภาพเนื�องจากต้องใช้ความรู้

ใหม่ๆ และความซบัซ้อนในตัวของข้อมูล จึงมีการพฒันาการ

สร้างแบบจําลองด้วยการเรียนรู้ของเครื�องมากขึ�นเพื�อลด

ข้อจํากัดของการใช้แบบจําลองทางสถิติที�ต้องอาศัยความ

ชํานาญของผู้วิเคราะห์ในการเตรียม feature ต่างๆ (Kaushik   

et al., 2020) 

4.1 การพยากรณ์ค่าใช้จ่ายด้านยา 

จากการสืบค้นงานวิจัยพบว่า การพยากรณ์อนุกรม

เวลาถูกนํามาใชพ้ยากรณ์ค่าใชจ้่ายดา้นยา เนื�องจากในปัจจุบนั

ค่าใชจ้่ายดา้นยาในหลายๆ ประเทศเพิ�มสงูขึ�น ซึ�งเป็นผลมาจาก

หลายปัจจัย เช่น ประชากรสูงอายุ ความคาดหวงัของผู้ป่วย

สูงขึ�น ในขณะที�มกีารคดิค้นยากลุ่มใหม่ที�มรีาคาแพงขึ�นเพื�อใช้

ในการรกัษาพยาบาล ในขณะที�การพยากรณ์จะเป็นเครื�องมอื

สําคญัในการวางแผนรองรบัการเพิ�มขึ�นของค่าใช้จ่ายด้านยา 

(Kaushik et al., 2017; Linnér et al., 2020) จากงานวิจัยของ 

Linnér และคณะ (Linnér et al., 2020) ได้ศึกษาการพยากรณ์

การใชย้าและค่าใชจ้่ายดา้นยาของกรุงสตอ็กโฮลม์ทั �งค่ายาผูป่้วย

ในและผู้ ป่ วยนอก รวมทั �งอธิบายผลการพยากรณ์จาก

แบบจําลองที�ใช้ศึกษาในช่วงระยะเวลา 10 ปี ตั �งแต่ปี 2007 – 

2018 โดยการวเิคราะห์อนุกรมเวลาด้วยวธิกีารถดถอยเชงิเสน้ 

ซึ�งข้อมูลยาจะถูกแยกวิเคราะห์ตามกลุ่มยาที�แบ่งตามรหัส 

Anatomical Therapeutic Chemical (ATC)  ขอ้มลูยาทุกกลุ่มจะ

ถูกนํามาพยากรณ์ค่าใช้จ่ายในแต่ละปี โดยพยากรณ์ก่อนหน้า

นั �น 1 ปีและพยากรณ์ในต้นปีนั �น แล้วนําผลการพยากรณ์ทั �ง 2 

ช่วง มาเปรยีบเทยีบกบัค่าใชจ้่ายที�เกดิขึ�นจรงิ ความแม่นยาํของ

การพยากรณ์แสดงดว้ยค่าสมัประสทิธิ �ถดถอย (coefficient) และ

ค่าสมัประสทิธิ �การตดัสนิใจ (R2) ผลการวิจยัพบว่า ค่าใช้จ่าย

ดา้นยาที�ทําการพยากรณ์ในช่วงต้นปีมคีวามใกลเ้คยีงกบัข้อมูล

จริงมากกว่า โดยมีค่า coefficient เท่ากับ 0.827 และค่า R2 

เท่ากบั 0.339 (p < 0.05) ความถูกตอ้งในการพยากรณ์ค่าใชจ้า่ย

ดา้นยาในแต่ละปี วดัดว้ยค่า MAPE เท่ากบั 1.9% ความแม่นยาํ

ในการพยากรณ์มีความแตกต่างกนัในแต่ละกลุ่มยา ผู้วิจยัได้

อภปิรายถงึปัจจยัที�มผีลต่อความแม่นยําในการพยากรณ์โดยใช้

แบบจําลองนี� ไดแ้ก่ ช่วงเวลาที�มยีาใหม่หรอืยาสามญัใหม่ออกสู่

ตลาด อตัราการใชย้าใหม่ รวมทั �งการเปลี�ยนแปลงนโยบายการ

เบกิจ่ายค่ายาในระหว่างปีดว้ย ผูว้จิยัจงึสรุปว่าการใชแ้บบจาํลอง

ในการพยากรณ์ดงักล่าวมคีวามแม่นยําและมคีวามเหมาะสมกบั

บริบทของข้อมูล อีกทั �งยงัสามารถระบุปัจจยัต่างๆ ที�มีผลต่อ

ความแม่นยาํของแบบจาํลองได ้หากผลการพยากรณ์ที�ไดจ้ะถูก

นําไปใช้ในการตัดสินใจเชิงนโยบาย ควรมีการปรับปรุงและ

อพัเดทแบบจําลองให้เป็นปัจจุบนัก่อนที�จะใช้พยากรณ์ในการ

ตดัสนิใจ 

ตัวอย่างงานวิจยัอื�นๆ ที�ใช้การสร้างแบบจําลองเพื�อ

พยากรณ์ค่าใชจ้่ายดา้นยาดว้ยเทคนิคการเรยีนรูข้องเครื�อง เช่น 

ก า รศึกษาของ  Kaushik และคณะ  (Kaushik et al., 2017) 

พยากรณ์ค่าใช้จ่ายด้านยาต่อเดอืนของผู้ป่วยในการซื�อยากลุ่ม

ระงบัปวดที�ไดร้บัการสั �งจ่ายจากแพทย ์ดว้ยการสรา้งแบบจาํลอง

โดยใชเ้ทคนิค LSTM ซึ�งเป็นโครงข่ายประสาทเทยีมชนิดหนึ�งที�

กาํหนดใหเ้ครื�องเรยีนรูข้อ้มูลตามลาํดบัในแต่ละหน่วยความจําที�

สรา้งขึ�น เปรยีบเทยีบกบัแบบจาํลองที�สรา้งดว้ยเทคนิค ARIMA 

ผู้วิจ ัยใช้ข้อมูลจากการเบิกจ่ายประกันสุขภาพของผู้ป่วยใน

ประเทศสหรัฐอเมริกา โดยในชุดข้อมูลประกอบด้วย feature 

ได้แก่ ข้อมูลทั �วไปของผู้ป่วย (อายุ, เพศ, ภูมิลําเนา, ปีเกิด) 

ข้อมูลทางคลินิก (ประเภทการเข้ารบับริการ, ผลการวินิจฉัย, 

รหสัประจําตวัผูป่้วย) และขอ้มูลค่าใชจ้่ายดา้นยากลุ่มระงบัปวด

ของผู้ป่วยในแต่ละเดือน ตั �งแต่เดือนมกราคมปี 2011 ถึง

ธนัวาคมปี 2015 โดยแบ่งชุดขอ้มลูในช่วง 4 ปีแรกเป็นชุดขอ้มลู

ฝึกฝน และข้อมูลปี 2015 เป็นชุดข้อมูลทดสอบ ประเมิน

ประสทิธภิาพของแบบจําลองจากค่า Root Mean Square Error 

(RMSE) ผลการศกึษาพบว่า การสรา้งแบบจําลอง ARIMA จาก

ค่าพารามิเตอร์ที�ดีที�สุดนั �น ค่า RMSE จากชุดข้อมูลทดสอบ 

เท่ากบั 16.855 และค่า R2 เท่ากบั 0.8045 สําหรบัแบบจําลอง 

LSTM ผูว้จิยัไดพ้ฒันาโดยเลอืกใชห้น่วยความจาํที� 3 – 8 จาก 8 

หน่วยความจําที�สรา้งขึ�น แต่ละหน่วยประกอบดว้ย 7 layer เมื�อ

ทดลองวเิคราะหแ์บบ single layer LSTM แลว้พบว่า ค่า RMSE 

จากชุดขอ้มลูทดสอบเท่ากบั 14.617 และค่า R2 = 0.8048 ผูว้จิยั

ไ ด้ ป รับ แ บ บ จํ า ล อ ง เ ป็ น  stacked LSTM โ ด ย ก า ร จับ คู่



การพยากรณ์อนุกรมเวลาและการประยุกตใ์นทางเภสชักรรม 

กรกนก เนตรทพิย ์และคณะ  
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หน่วยความจําเพื�อเพิ�มจํานวน layer ในการเรียนรู้แต่ละครั �ง 

พบว่าจํานวนรอบของการเรียนรู้ที�ทําให้แบบจําลองมีค่า

พยากรณ์ที�ดีที�สุดคือ 3,000 รอบ ค่า RMSE จากชุดข้อมูล

ทดสอบ เท่ากบั 13.693 และค่า R2 = 0.8159 ผู้วจิยัสรุปว่า ใน

ชุดข้อมูลนี� แบบจําลอง stacked LSTM มีประสทิธภิาพในการ

พยากรณ์ดีกว่าแบบจําลอง ARIMA และ single layer LSTM 

เลก็น้อย 

ต่อมาในปี 2020 Kaushik และคณะ ได้ทําการศึกษา

ต่อยอดจากงานวจิยัเดมิ (Kaushik et al., 2020) โดยเลอืกขอ้มูล

ยาที�มีค่าใช้จ่ายสูง 10 อนัดบัแรกจากชุดข้อมูลเดิม จํานวน 2 

รายการ ซึ�งกําหนดให้เป็นยา A และยา B ข้อมูลที�ใช้ในการ

วเิคราะห์ครั �งนี�คอืค่าใช้จ่ายในแต่ละครั �งที�ผู้ป่วยรบัยาดงักล่าว

เพิ�ม ตั �งแต่วนัที� 2 มกราคม 2011 ถงึ 15 เมษายน 2015 (1,565 

วนั) แบ่งช่วงแรก 1,306 วนัเป็นชุดขอ้มลูฝึกฝนและ 259 วนัเป็น

ชุดขอ้มูลทดสอบ แลว้สรา้งแบบจําลองที�ใชใ้นการพยากรณ์เพื�อ

เปรยีบเทยีบประสทิธภิาพคอื วธิ ีpersistence เป็นการประมาณ

การจากค่าพื�นฐาน, ARIMA, MLP, LSTM, และแบบจาํลองแบบ

ผสมผสานจากค่าที�ดีที�สุดของแบบจําลอง ARIMA, MLP และ 

LSTM  (ensemble model) ผลการศึกษาพบว่ า  ensemble 

model มีประสิทธิภาพในการพยากรณ์เหนือกว่าแบบจําลอง

อื�นๆ โดยค่าการประเมินผลการพยากรณ์เปรียบเทียบแต่ละ

แบบจําลองพบว่า ensemble model ให้ค่า RSME น้อยที�สุด 

โดย RSME ของยา A และยา B เท่ากับ 127.20 และ 40.24 

ตามลําดบั ผู้วิจยัสรุปว่า ความแม่นยําของการพยากรณ์ด้วย 

ensemble model นั �น เกดิจากการออกแบบกระบวนการที�ใชใ้น

การฝึกสอนแบบจาํลอง หลงัจากที�ไดก้าํหนดค่าพารามเิตอรใ์หม้ี

ค่าที�เหมาะสมกับแบบจําลองแล้ว ผู้วิจ ัยยงัได้ทําการฝึกสอน

แบบจําลองอกีหลายครั �งเพื�อใหแ้น่ใจว่าเป็นแบบจําลองที�ใหค้่า

การพยากรณ์ดทีี�สุดตามประเภทของแบบจําลองนั �น นอกจากนี� 

ยังใช้เทคนิค shuffle และ dropout ซึ�งเป็นการสลับและสุ่มดึง 

node การเรยีนรูใ้น neural network ออก เพื�อลดความแม่นยาํที�

จาํเพาะกบัการพยากรณ์ชุดขอ้มลูฝึกฝนมากเกนิไป (overfitting) 

ของแบบจําลอง ซึ�งช่วยให้การพยากรณ์ชุดข้อมูลทดสอบของ

แบบจาํลองมคีวามแม่นยาํมากขึ�น 

4.2 การพยากรณ์ความต้องการในการใช้ยา 

การประยุกต์อนุกรมเวลาที�นํามาใชก้นัอย่างแพร่หลาย

อกีประการหนึ�งคอื การพยากรณ์ความตอ้งการสนิคา้ (Demand 

forecasting) (Kotu & Deshpande, 2019) การพยากรณ์ความ

ต้องการสนิค้าสามารถใช้เทคนิคการวิเคราะห์อนุกรมเวลาได้

หลากหลายขึ�นอยู่กบัลกัษณะของธุรกจิ การใช้แบบจําลองทาง

สถติใินการพยากรณ์เหมาะกบัขอ้มลูอนุกรมเวลาคงที� ในขณะที�

แบบจําลองจากการเรียนรู้ของเครื�องทุกประเภทรวมทั �ง

แบบจําลองผสม (hybrid model) สามารถใช้ในการพยากรณ์

ขอ้มูลที�ไม่แน่นอน หรอืสถานการณ์ที�เปลี�ยนแปลงรวดเรว็ ซึ�ง

ประสทิธภิาพของแบบจําลองขึ�นอยู่กบัมติขิองขอ้มูลที�นํามาใช้ 

นอกจากนี� การพยากรณ์ความตอ้งการสนิคา้ยงัสามารถแบ่งตาม

ช่วงเวลาที�ตอ้งการพยากรณ์ออกไดเ้ป็น 3 ชนิดคอื การพยากรณ์

ระยะสั �น (รายชั �วโมง, รายวัน) ใช้แบบจําลองผสมในการ

พยากรณ์ เช่น ANN + ARIMA เป็นตน้ ระยะกลาง (รายวนั, ราย

เดือน) สามารถใช้แบบจําลองการเรียนรู้ของเครื�อง เช่น 

Regression หรือ Extreme gradient boosting (XGBoost) เป็น

ตน้ และการเรยีนรูเ้ชงิลกึ เช่น LSTM, MLFANN หรอื GAN เป็น

ต้น สําหรับระยะยาว (รายปี) การใช้แบบจําลองทางสถิติจะ

พยากรณ์ได้ดกีว่า เช่น ARIMA, Holt-Winter และ Exponential 

Smoothing เป็นต้น แบบจําลองแต่ละประเภทจงึเหมาะกบัการ

พยากรณ์ในช่วงเวลาที�เฉพาะเจาะจง การพยากรณ์ความ

ต้องการสินค้าที�แม่นยําในแต่ละสถานการณ์จึงไม่สามารถใช้

เพยีงแบบจาํลองเดยีวได ้(Ingle et al., 2021) 

การพยากรณ์ยอดขายที�แม่นยําเป็นวิธีที�สําคัญและ

ต้นทุนไม่สูงสําหรบัแต่ละบริษัทในการเพิ�มผลกําไร ลดต้นทุน

การผลติ และประสบความสําเรจ็ในการปรบัตวัใหธุ้รกจิดําเนิน

ไปไดภ้ายใตค้วามเปลี�ยนแปลง อาจกล่าวไดว้่า ผลการพยากรณ์

ยอดขายที�มปีระสทิธภิาพสามารถใชเ้ป็นขอ้มูลเพื�อตดัสนิใจใน

การสรา้งความสมดุลระหว่างความตอ้งการของลูกคา้และตน้ทุน

สนิคา้คงคลงั โดยเฉพาะอย่างยิ�งอุตสาหกรรมยาที�ต้องเผชญิกบั

ความท้าทายในหลายรูปแบบ เช่น การเพิ�มสินค้าคงคลังใน

ปรมิาณมาก การแข่งขนัทางธุรกจิที�เพิ�มสูงขึ�น กฎระเบยีบของ

แต่ละประเทศที�มกีารจาํกดัการโฆษณาและการตลาด เมื�อลูกคา้

ต้องการใช้ยา บริษัทต้องสามารถนําส่งยาได้อย่างทันท่วงที 

ระบบโซ่อุปทานของผลติภณัฑย์าจงึมคีวามซบัซ้อน การจดัหา

และนําส่งยาให้กบัลูกค้ามชี่องทางที�จํากดัและถูกควบคุมอย่าง

เคร่งครดั การนําหลกัการพยากรณ์ความต้องการสนิคา้มาใช้จะ

เป็นประโยชน์กับทั �งระบบโซ่อุปทาน เนื�องจากคุณภาพของ

ผลติภณัฑ์เป็นสิ�งที�สําคญัและผลติภณัฑย์าหลายรายการมอีายุ

สั �น (Merkuryevaa et al., 2019; Zadeh et al., 2014) ตัวอย่าง

งานวจิยัที�มกีารนําการพยากรณ์อนุกรมเวลามาพยากรณ์ความ

ตอ้งการในการใชย้าม ีดงันี� 

1. การศึกษาของ Zadeh และคณะ (Zadeh et al., 

2014) ได้ทําการศึกษาวิธีการในการพยากรณ์ยอดขายของ

บริษัทยาด้วยการพยากรณ์อนุกรมเวลาและการวิเคราะห์
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โครงข่าย (network analysis) โดยใช้ข้อมูลยอดขายรายเดือน

ของยา 217 รายการจากบริษัทยาแห่งหนึ�งในประเทศอิหร่าน 

ชุดขอ้มูลประกอบดว้ย ชื�อยา รหสัยา หมายเลขการขาย ชื�อและ

รหสัศูนยท์ี�รบัยา ชื�อผูผ้ลติ ราคายา และวนัที�ขายในแต่ละเดอืน

เป็นระยะเวลา 36 เดอืน ผู้วจิยัทําการเปรยีบเทยีบแบบจําลอง

ของยาแต่ละรายการที�สร้างขึ�น 3 แบบโดยใช้เทคนิค ARIMA, 

Neural network และ Hybrid neural network ที�พัฒนาให้มีทั �ง

ส่วนที�รองรับทั �งข้อมูลที�มีความสัมพันธ์เชิง เส้นและไม่มี

ความสมัพนัธเ์ชงิเสน้ ในการฝึกสอนแบบจาํลอง ผูว้จิยัไดท้ดลอง

ใช้ทั �งขอ้มูลการขายย้อนหลงัของยารายการนั �น และขอ้มูลการ

ขายของยาในกลุ่มเดยีวกนั ซึ�งการแบ่งกลุ่มยาเป็นผลมาจากการ

วิเคราะห์โครงข่ายความสัมพันธ์ของยาแต่ละรายการด้วย

โปรแกรมคอมพวิเตอร ์ผลการศกึษาพบว่า แบบจําลอง Hybrid 

neural network มีความแม่นยํา ในการพยากรณ์มากกว่ า

แบบจาํลองอื�นๆ ค่าการประเมนิผลการพยากรณ์เปรยีบเทยีบแต่

ละแบบจําลองพบว่าแบบจําลอง Hybrid neural network ที�ใช้

ขอ้มูลการขายของยากลุ่มเดยีวกนัทําให้ค่า MSE และค่า MAE 

ลดลงจากแบบจําลอง Hybrid neural network ที�ใช้ข้อมูลการ

ขายของยานั �นเพยีงอย่างเดยีว ดงันั �นการใชข้อ้มูลการขายของ

ยากลุ่มเดยีวกนัในการฝึกสอนแบบจาํลองจงึช่วยใหแ้บบจาํลองมี

ความแม่นยํามากขึ�นได้เนื�องจากข้อมูลการขายของยาบาง

รายการมไีม่เพยีงพอ  

2. ก า รศึกษ า ข อ ง  Saena แ ล ะค ณะ  ( Saena & 

Suttichaya, 2019) ทําการศกึษาการพยากรณ์ปรมิาณการขาย

ยาเพื�อใช้ในการกําหนดปรมิาณยาคงคลงัของโรงพยาบาลใหม้ี

ความเหมาะสม โดยการเปรยีบเทยีบแบบจําลองที�เหมาะสมใน

การพยากรณ์ด้วยเทคนิค MLP, LSTM และ 1D Convolutional 

neural network (CNN) - LSTM ร่วมกบัการใช้เทคนิค Rolling 

window ซึ�ง label ขอ้มูลเป็นช่วงขนาด 1, 6 และ 12 เดอืน เพื�อ

พยากรณ์ปริมาณยาที�ต้องจดัซื�อในช่วงเวลา 1 เดือน 3 เดือน 

และ 6 เดอืน ขอ้มูลที�ใชใ้นการวจิยัเป็นขอ้มลูการใชย้ารายเดอืน

ที�ถูกบนัทึกในฐานข้อมูลของโรงพยาบาลสงิห์บุรี ตั �งแต่เดือน

ตุลาคม ปี 2009 จนถงึเดอืนกนัยายน ปี 2015 หลงัจากนั �นจงึนํา

รายการทั �งหมดมาวเิคราะหด์ว้ย ABC/VEN matrix เพื�อคดัเลอืก

ยาจากกลุ่ม AV ซึ�งคดิเป็น 70% มูลค่าของการใชย้าทั �งหมดใน

โรงพยาบาล กล่าวคอืเป็นยาที�มมีลูค่าการใชส้งู (A) และเป็นยาที�

สําคัญในการรักษา (Vital: V) จํานวน 10 รายการ ได้แก่  

Metformin tab. 500 mg, Enalapril tab. 5 mg, Enalapril tab 20 

mg, Atenolol tab. 50 mg, Paracetamol tab 500 mg, 

Paracetamol syr. 12 mg/5 ml, Omeprazole cap. 20 mg, 

Salbutamol sulfate inh. 0.1 mg/dose, Chlorpheniramine syr. 

2 mg/5 ml, Chlorpheniramine tab. 4 mg ผลการศึกษาพบว่า

แบบจําลอง CNN-LSTM ให้ผลการพยากรณ์ที�ดกีว่า เนื�องจาก 

1D CNN ถูกพัฒนาให้สามารถเรียนรู้ feature ได้เอง ทําให้

อลักอรทิมึสามารถเขา้ใจรูปแบบที�เกดิขึ�นในแต่ละ window ได้ 

นอกจากนี� LSTM ยังมีความเหมาะสมในการพยากรณ์ข้อมูล

ระยะยาวในอนุกรมเวลา ผลการพยากรณ์ที�แม่นยําและมีค่า 

error น้อยที�สุดคอืแบบจําลอง CNN-LSTM ของยา salbutamol 

inhaler 0.1 mg/dose ที� rolling window ช่วง 1 เดอืน มคี่า MSE 

เท่ากับ 0.09% ผู้วิจ ัยอภิปรายเพิ�มเติมว่าการพยากรณ์ใน

ช่วงเวลา 1 เดอืนเหมาะกบัยาที�ใชเ้ฉพาะโรค ช่วงเวลา 3 เดอืน

เหมาะกบัยาที�ใชท้ั �วไป และช่วงเวลา 6 เดอืน เหมาะกบัยาที�ใช้

ในโรคเรื�อรงั 

3. ในกรณีที�จํานวนขอ้มูลอนุกรมเวลาในอดตีมจีํากดั

และไม่เพยีงพอต่อการสร้างแบบจําลองที�มปีระสทิธภิาพ หรือ

กรณีเป็นยาที�เพิ�งวางตลาด สามารถปรบัวิธีการพยากณ์ให้มี

ความเหมาะสมกบัชุดขอ้มลูได ้จากการศกึษาของ Kravets และ

คณะ(Kravets et al., 2018) ได้ทําการศึกษาการพยากรณ์

ยอดขายยาด้วยวิธีการใช้ข้อมูลในอดีตสร้างแบบจําลองแบบ 

random forest เปรยีบเทยีบกบัแบบจําลองที�สร้างโดยขอ้มูลใน

อดตีร่วมกบัปัจจยัที�มผีลต่อยอดขาย ซึ�งผูว้จิยัไดก้ําหนดปัจจยัที�

มผีลดงันี� 1) เปอรเ์ซน็ตข์องจุดขาย (เฉพาะยาที�มขีอ้มลู) 2) สว่น

แบ่งทางการตลาดของผลิตภัณฑ์นั �นๆ ในกลุ่มผลิตภัณฑ์

เดยีวกนั 3) จํานวนครั �งของการมาพบแพทยใ์นช่วงเดอืนล่าสุด 

4) ระยะเวลาที�มีกิจกรรมส่งเสริมการขาย 5) ส่วนแบ่งทาง

การตลาดของยานั �นจากยอดขายทั �งหมดเทยีบกบัตลาดของยา

ทั �งหมดในกลุ่มเดียวกนัที�มขีายในประเทศรสัเซีย 6) ส่วนแบ่ง

ทางการตลาดของยานั �นจากราคาทุนเทียบกับตลาดของยา

ทั �งหมดในกลุ่มเดียวกันที�มีขายในประเทศรัสเซีย 7) ฤดูกาล

ปัจจุบนั 8) ราคายา 9) เปอร์เซ็นต์การเปลี�ยนแปลงของราคา

ขาย 10) ขอ้มูลการขาย 11) ขอ้มูลตวัอย่างที�ใชฝึ้กสอนงาน ชุด

ขอ้มลูมจีาํนวน 2 ชุดคอื 40 และ 80 ฉบบั ผูว้จิยัไดแ้บ่งขอ้มลูทั �ง 

2 ชุดออกเป็นชุดขอ้มูลฝึกฝน 90% และชุดขอ้มูลทดสอบ 10% 

ผลการวิจัยพบว่า การทดลองฝึกสอนแบบจําลองในรอบที� 2 

ดว้ยขอ้มลู 80 ฉบบั ใหผ้ลการพยากรณ์ดขีึ�น แบบจําลองที�สรา้ง

โดยขอ้มลูในอดตีร่วมกบัปัจจยัที�มผีลต่อยอดขายมปีระสทิธภิาพ

ในการพยากรณ์ยอดขายมากกว่า ผูว้จิยัจงึสรุปว่า ขอ้มลูอนุกรม

เวลาที�มีจํานวนบนัทึกน้อย สามารถใช้แบบจําลองที�สร้างจาก

ปัจจยัที�มผีลมาพยากรณ์ขอ้มลูไดอ้ย่างมปีระสทิธภิาพ 
 



การพยากรณ์อนุกรมเวลาและการประยุกตใ์นทางเภสชักรรม 

กรกนก เนตรทพิย ์และคณะ  

_______________________________________________________________________________________________ 
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ว. เภสชัศาสตรอ์สีาน 

ปีที� 19 ฉบบัที� 3 ก.ค. – ก.ย. 2566 

อภิปรายและสรปุผล 

 ขอ้มูลอนุกรมเวลาสามารถนํามาใชใ้นการพยากรณ์ได้

อย่างมีประสิทธิภาพ ในปัจจุบันการมีการวิจยัพฒันาเทคนิค

ใหม่ๆ ในการสร้างแบบจําลองเพื�อพยากรณ์อนุกรมเวลาที�

แม่นยํามากขึ�น มีทั �งวิธีการทางสถิติและการเรียนรู้ของเครื�อง 

เพื�อก้าวข้ามข้อจํากัดของข้อมูลอนุกรมเวลารูปแบบต่างๆ 

ในทางเภสชักรรมไดม้กีารประยุกตก์ารพยากรณ์อนุกรมเวลาใน 

2 ส่วนที�น่าสนใจคอื การพยากรณ์ค่าใชจ้่ายดา้นยา ซึ�งใหญ่เป็น

ข้อมูลแบบตัวแปรเดียว (univariate) งานวิจัยที�ศึกษาการ

พยากรณ์อนุกรมเวลาเพื�อพยากรณ์ค่าใชจ้่ายดา้นยาจะใชข้อ้มลู

ในอดตีเป็นระยะเวลาหลายปี ทําใหส้ามารถสรา้งแบบจําลองที�มี

ประสิทธิภาพในการทํานายทั �งแบบจําลองทางสถิติและ

แบบจําลองจากการเรยีนรูข้องเครื�อง ผลการพยากรณ์สามารถ

นําไปใช้ในประกอบการตัดสินใจเชิงนโยบาย หรือเป็นข้อมูล

วางแผนเพื�อรองรับสถานการณ์ต่างๆ ในอีกส่วนหนึ�งคือการ

พยากรณ์ความต้องการใช้ยา ซึ�งข้อมูลจะมีความซบัซ้อนกว่า

และเป็นผลมาจากหลายปัจจยั เน้นผลการพยากรณ์ที�แม่นยํา

เพื�อนําไปใช้กําหนดแนวปฏิบัติภายในองค์กรให้ทันต่อการ

เปลี�ยนแปลง งานวิจัยที�ศึกษาการพยากรณ์อนุกรมเวลาเพื�อ

พยากรณ์ความตอ้งการในการใชย้าแต่ละรายการจะมกีารพฒันา

แบบจําลองให้เหมาะสมกบัข้อมูลที�ต้องการศึกษา ผลการวจิยั

ส่วนใหญ่พบว่าแบบจําลองจากการเรยีนรู้ของเครื�องให้ผลการ

พยากรณ์ที�แม่นยํากว่า จะเหน็ได้ว่า การพยากรณ์อนุกรมเวลา

สามารถนํามาประยุกต์ได้อย่างหลากหลาย ผู้พยากรณ์ควร

ศึกษาเทคนิคต่างๆ ในการสร้างแบบจําลอง เนื� องจาก

ประสทิธภิาพสูงสุดในการพยากรณ์ขึ�นอยู่กบัการเลอืกวธิกีารที�

เหมาะสมกับบริบทของข้อมูลอนุกรมเวลา ช่วงเวลาที�สนใจ

ศกึษาและวตัถุประสงคใ์นการพยากรณ์ 
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