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บทคัดย่อ

Internet of Thing - IoTเป็นแนวคดิใหม่ทีส่�ำคญัในการพฒันาเทคโนโลยอีจัฉรยิะ ทีม่จีดุหมายในการสร้างอปุกรณ์

ชาญฉลาด ช่วยให้การด�ำเนนิชวีติของเราสะดวกมากขึน้การประมวลผลบนคลาวนด์สามารถปลดปล่อยศกัยภาพทีแ่ท้จรงิ 

ของการใช้งานอินเตอร์เน็ตของ IoTบทความนี้จะกล่าวถึงการวิวัฒนาการของระบบประมวลผลแบบคลาวนด์และแบบ

จ�ำลองในการให้บริการของคลาวนด์ และชี้ให้เห็นถึงศักยภาพที่แท้จริงของ IoTเมื่อใช้งานระบบประมวลผลบนคลาวนด์

ค�ำส�ำคัญ: ไอโอที, อินเทอร์เน็ตออฟธิงส์, การประมวลผลคลาวนด์, การประมวลผลบนคลัสเตอร์

Abstract

Internet of Things (IoT) is a recent concept that has a big impact on smart technology which aims to invent 

smart devices that support our way of life. Cloud computing can unleash the real potential of Internet to IoT. This  

article explains the evolution of computer and Cloud computing. It points out the real potential that IoT devices 

could have when using cloud computing.
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การประมวลผลบนคลาวนด์ : โครงสร้างพื้นฐานส�ำหรับ Internet of Things

Cloud Computing: Infrastructure for the Internet of Things
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บทน�ำ

Internet of Things –IoT เป็นแนวคิดที่ว่าอุปกรณ์

ชาญฉลาด (smart devices) จะมีความฉลาดหรือมีประโยชน์

หลากหลายมากขึ้นถ้าอุปกรณ์เหล่านั้นเชื่อมต่อเข้าสู ่

อินเตอร์เน็ตได้ อุปกรณ์ชาญฉลาดที่กล่าวถึงก็คืออุปกรณ ์

ที่มีระบบคอมพิวเตอร์ฝังตัว (embedded system) ผนวก

อยู่ด้วย (จริง ๆ แล้วคอมพิวเตอร์ก็นับได้ว่าเป็นอุปกรณ์

ชาญฉลาดอย่างหนึ่ง แต่การเชื่อมต่อเข้าสู่อินเตอร์เน็ต 

เป็นเรือ่งปกติของคอมพวิเตอร์อยูแ่ล้ว) และแนวความคดินี้ 

ก็ได้ขยายไปสู่อุปกรณ์ธรรมดาหรือเครื่องใช้ไฟฟ้าทั่วไป 

รวมถงึระบบอตัโนมติัต่าง ๆ  เช่น ระบบบ้านอจัฉรยิะ ระบบ 

รักษาความปลอดภัยและกล้องวงจรปิด เป็นต้น

IoT ท�ำให้อุปกรณ์ฉลาดขึ้นได้อย่างไร? เพื่อตอบ

ค�ำถามนี้ ขอยกตัวอย่างอุปกรณ์ต่าง ๆ ที่เมื่อต่อเข้ากับ 

อินเทอร์เน็ตแล้วจะมีประโยชน์ใช้งานมากขึ้น
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ตัวอย่างแรก อุปกรณ์น�ำทาง (navigation system) 

ซึ่งเป็นอุปกรณ์ชาญฉลาดอยู่แล้ว ใช้ข้อมูลจากดาวเทียม

เพือ่หาพกิดั สามารถค�ำนวณหาเส้นทางไปสูจ่ดุหมายทีส่ัน้

ที่สุด สามารถบอกทิศทางโดยใช้เสียง ค�ำนวณระยะทาง  

และเวลาในการเดินทาง และถ้าเชื่อมต่อเข้าสู่อินเทอร์เน็ต 

อาจจะแสดงความหนาแน่นของการจราจร และค�ำนวณหา 

เส้นทางใหม่เพื่อเลี่ยงการจราจรที่ติดขัดได้ตามเวลาจริง

ตัวอย่างที่สอง อุปกรณ์ธรรมดา เช่น ตู้เย็น หากมี 

ระบบคอมพิวเตอร์ฝังตัว อาจช่วยบันทึกรายการอาหาร

ที่อยู่ในตู้ และคอยเตือนเมื่อมีชิ้นไหนจะหมดอายุ และถ้า

เชื่อมต่ออินเทอร์เน็ตได้ อาจช่วยให้เราจัดการสั่งซ้ือหรือ 

จองอาหารเพื่อแทนชิ้นที่หมดหรือหมดอายุจากร้านค้า

ได้โดยตรง

Cloud Computingหรือการค�ำนวณบนคลาวนด์ 

(Tung-Hui, 2015; Qusay, 2011) เป็นการแบ่งปันทรพัยากร

ของคอมพิวเตอร์ที่เชื่อมต่อกันผ่านทางอินเตอร์เน็ตโดย 

ทรพัยากรนัน้อาจจะเป็นพลังในการค�ำนวณ พ้ืนทีแ่ละความ

ปลอดภัยในการจัดเก็บข้อมูล การรับส่งและประมวลผล 

ข้อมูลตามเวลาจริง ฯลฯ

วิวัฒนาการของคอมพิวเตอร์และระบบประมวลผล 

บนคลาวนด์ (Millard, 2013)

คอมพวิเตอร์ได้รับการพัฒนาข้ึนมา เพ่ือตอบสนอง 

ความต้องการการประมวลผลเพ่ือใช้แก้ไขปัญหาต่าง ๆ 

ทางด้านวิทยาศาสตร์และวิศวกรรม ที่สามารถจ�ำลอง

ปัญหาให้เป็นแบบจ�ำลองทางคณติศาสตร์ได้ (อยู่ในรปูแบบ 

ของโปรแกรมคอมพิวเตอร์) เช่น การพัฒนา ENIAC เพื่อ

ค�ำนวณวิถีโค้งของการยิงขีปนาวุธ เป็นต้น การท�ำงาน

ของคอมพิวเตอร์ในยุคแรกนี้จะประมวลผลทีละค�ำสั่ง 

ทีละข้อมูล (SISD--Single Instruction Single Data)  

ซึง่แบบจ�ำลองเหล่านีน้บัวนักจ็ะซับซ้อนขึน้ จ�ำเป็นต้องใช้ 

พลงัในการประมวลผลทีม่ากขึน้ และแม้ว่าปัจจบุนัจะมกีาร

ใช้คอมพวิเตอร์ในด้านอืน่ ๆ  ทีไ่ม่ได้เกีย่วข้องกบังานทางด้าน 

วทิยาศาสตร์และวศิวกรรมโดยตรง แต่งานเหล่านัน้ในทีส่ดุ 

ก็ต้องถูกจ�ำลองมาเป็นโปรแกรมที่ต้องการพลังในการ

ประมวลผลที่สูงเช่นกัน ดังนั้น การพัฒนาประสิทธิภาพ

ในการประมวลผลจึงเป็นจุดมุ่งหมายหลักในการพัฒนา 

คอมพิวเตอร์ตลอดมา

แนวคิดแรก ๆ ในการพัฒนาคอมพิวเตอร์ที่มี 

ความสามารถในการประมวลผลสูง (high performance 

computing) กค็อื การพฒันาคอมพวิเตอร์ทีม่หีน่วยประมวล

ผลเดียว (single processor computer) โดยเน้นที่การพัฒนา

และออกแบบหน่วยประมวลผลกลาง (CPU--Central 

Processing Unit) รวมทั้งระบบสนับสนุนต่าง ๆ เช่น 

หน่วยความจ�ำ บัส ฯลฯ ที่มีความรวดเร็ว เช่น การสร้าง

ซูเปอร์คอมพิวเตอร์ Cray และ Maspar เป็นต้น โดยหน่วย

ประมวลผลในยุคนี้จะมีเทคนิคในการเพิ่มความสามารถ 

ในการประมวลผล เช่น มีการท�ำงานแบบใช้ค�ำสั่งเดียวกับ

ข้อมูลจ�ำนวนมาก (SIMD--Single Instruction Multiple 

Data) เพื่อใช้บวกหรือลบเวคเตอร์สองเวคเตอร์เข้าด้วยกัน 

ในค�ำส่ังเดียว (ไม่ต้องวนลูปเพื่อบวกหรือลบจ�ำนวนเดี่ยว 

(scalar) แต่ละจ�ำนวน) เป็นต้น และแม้ว่าแนวคิดดังกล่าว

จะได้รับการยอมรับว่าใช้ได้ แต่ก็มีค่าใช้จ่ายที่สูงมาก  

มอีงค์กรเพยีงไม่กีแ่ห่งเท่านัน้ทีจ่ะมซีเูปอร์คอมพวิเตอร์ได้ 

จงึมแีนวคดิในการสร้างระบบคอมพวิเตอร์ทีม่หีลายหน่วย

ประมวลผล (multiple processor computer) โดยหน่วย

ประมวลผลแต่ละตัวมีประสิทธิภาพและราคาไม่สูงนัก 

แต่โดยรวมแล้วจะท�ำให้ได้คอมพิวเตอร์ที่มีประสิทธิภาพ

การประมวลผลที่สูงกว่าในราคาที่ถูกกว่าเดิม และก็เป็น 

จดุเริม่สูย่คุแห่งการววิฒันาการการประมวลผลแบบขนาน 

(parallel computing evolution) มกีารพฒันาเทคนคิการเขยีน 

โปรแกรมแบบหลายหน่วยประมวลผลหรือหลายเธรด 

(multiprocesor/ multithread programming) มีการสร้าง

ระบบคอมพวิเตอร์แบบหลายหน่วยประมลผลนีข้ายในเชงิ 

พาณิชย์ ท�ำให้หลายองค์กรสามารถเป็นเจ้าของได้ แต่

คอมพิวเตอร์เหล่านี้ก็ยังนับว่ามีราคาค่อนข้างสูงเมื่อเทียบ

กับเครื่องคอมพิวเตอร์ส่วนบุคคลทั่วไป

ต่อมา ก็มีแนวคิดในการใช้เครื่องคอมพิวเตอร์

หลาย ๆ เครื่องต่อผ่านกันทางเครือข่าย เพื่อช่วยกัน

ประมวลผล เครื่องเหล่านี้จะต้องเป็นเครื่องที่เหมือนกัน  

(homogenous) ที่ต่อผ่านอุปกรณ์เครือข่ายเฉพาะที่มี

ความเรว็สงู (high speed network) และเริม่มกีารใช้ค�ำศพัท์ 

เพื่อเรียกกลุ่มของเครื่องคอมพิวเตอร์ที่ช่วยกันเหล่าน้ีว่า

ฟาร์มหรือคลัสเตอร์(computer farm / computer cluster)  

(Michael Armbrust, et al., 2010) และเครื่องแต่ละเครื่อง 
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ในกลุ ่มจะเรียกว่าโหนด (node) คลัสเตอร์เหล่านี้มี

ประสิทธิภาพการประมวลผลที่สูง แต่ต้องมีการจัดการ

ดแูลและต้องการอปุกรณ์ทีพิ่เศษ ต้องใช้เคร่ืองทีเ่หมอืนกนั 

เป็นจ�ำนวนมาก ทีต่่ออยู่กบัอุปกรณ์เครือข่ายพิเศษความเรว็

สูง ท�ำให้มีเพียงบางสถาบันเท่านั้นที่สามารถพัฒนาและ

ใช้ระบบแบบน้ีได้ ต่อมาได้มีการพัฒนาสร้างคลัสเตอร์ที่

ผสมผสาน (heterogeneous) โดยเครื่องในคลัสเตอร์อาจจะ 

เหมอืนกนัหรอืแตกต่างกนักไ็ด้ ประกอบกบัการทีอ่ปุกรณ์

เครือข่ายทั่วไปที่มีความเร็วสูงข้ึน จึงเป็นยุคเฟื่องฟูของ

การสร้างและใช้งานคอมพิวเตอร์ที่มีความสามารถในการ 

ประมวลผลสูงด้วยคลัสเตอร์ จากแต่เดิมที่ เพียงบาง

สถาบันที่มีคลัสเตอร์เป็นของตน มาเป็นแทบทุกสถาบัน  

(โดยเฉพาะสถาบันการศึกษาระดับมหาวิทยาลัย) ต่างก็มี 

คลสัเตอร์ของตน และจนกลายเป็นหลายสถาบนัมคีลสัเตอร์ 

ร่วมกัน หรือหน่ึงคลัสเตอร์หลายสถาบัน (โหนดกระจาย

อยูใ่นหลายสถาบนั) การประมวลผลของคลัสเตอร์นีจ้ะเป็น 

การประมวลผลแบบหลายค�ำส่ังบนหลายข้อมูลแตกต่างกนั  

(MIMD--Multiple Instruction Multiple Data) และ

แต่ละโหนดอาจใช้หน่วยประมวลผลที่ต่างรุ่นต่างยี่ห้อ 

หรือแม้แต่ต่างสถาปัตยกรรมท�ำงานร่วมกัน อาจท�ำให้

ประสทิธภิาพไม่เท่ากนั (รวมทัง้ความเรว็ทีแ่ตกต่างกนัของ 

เครอืข่ายทีแ่ต่ละโหนดเชือ่มต่ออยู)่ จงึมคีวามต้องการทีจ่ะ 

บรหิารจดัการให้คลสัเตอร์มปีระสทิธภิาพทีเ่หมาะสม ท�ำให้ 

เกิดการพัฒนาซอฟท์แวร์และเทคนิคที่เกี่ยวข้องมากมาย 

เช่น เทคนิคการกระจายงานแบบพลวัตรอะซิงโครนัส 

(asynchronous dynamic load balancing) เพื่อกระจายงาน

และผลลัพธ์การประมวลผลระหว่างกันตามสภาวะการ

ท�ำงานของแต่ละโหนด และเทคนิคการประมวลผลแบบ

กริด (grid computing) ที่คลัสเตอร์จะปรับจ�ำนวนโหนดที่ 

เหมาะสมเตามขนาดของงาน (ไม่จ�ำเป็นต้องท�ำงานทกุโหนด)  

ท�ำให้คลัสเตอร์สามารถท�ำได้หลาย ๆ งานพร้อมกัน และ

ยังมีการสร้างสถาปัตยกรรมเปิดส�ำหรับคลัสเตอร์ที่ใช้

ซอฟท์แวร์แบบอิสระและเปิดเผยต้นฉบับ (free and open 

source software) ชือ่ Beowulfโดยเร่ิมจากคลสัเตอร์ต้นแบบ 

ที่ มีชื่อเดียวกันคือ Beowulf cluster โดยระบบและ

สถาปัตยกรรมนีจ้ะท�ำงานอยูบ่นระบบปฏบิตักิารประเภท

ยูนิกซ์ (Unix-like operating system) เช่น Linux, Solaris  

และ BSD เป็นต้นและมีซอฟท์แวร์ไลบารี (ที่พัฒนาไว้

ก่อนแล้ว) เช่น PVM (Parallel Virtual Machine) และ  

MPI (Massively Passing Interface) เป็นต้น สถาปัตยกรรม 

Beowulf ช่วยให้ผู้จัดการระบบสามารถสร้างคลัสเตอร์ที่

สะดวกพร้อม ทัง้ในการใช้งาน ปรบัแต่ง เป็นระบบทีพ่ร้อม 

ส�ำหรับการพัฒนาโปรแกรมที่ท�ำงานแบบขนาน (parallel 

programming)

ในปัจจุบนั หน่วยประมวลผลกลางมปีระสทิธิภาพ

สงูขึน้ นอกจากจะมขีนาดสถาปัตยกรรมทีก่ว้างขึน้ (64 บติ) 

แต่ละหน่วยประมวลผลกลางยังประกอบไปด้วยจ�ำนวน

หน่วยประมวลผลย่อยอยูภ่ายในหลายหน่วยหรอืทีเ่รยีกว่า 

หลายคอร์ (multicore processor) และหน่วยประมวลผลร่วม

ทางกราฟฟิค (graphic coprocessor) ก็มีประสิทธิภาพสูง  

คอมพิวเตอร์ส่วนบุคคลตามบ้านเรือน หรือแม้แต่อุปกรณ์

พกพาต่างกใ็ช้หน่วยประมวลผลประเภทนีแ้ล้วแทบทัง้สิน้ 

ระบบปฏบิติัการและโปรแกรมยคุใหม่กท็�ำงานแบบขนาน 

อินเตอร์เน็ตก็ช่วยท�ำให้เคร่ืองแต่ละเคร่ืองเช่ือมต่อกันได้

กว้างขวาง ยิ่งท�ำให้เหมาะกับการสร้างระบบการท�ำงาน

แบบขนานหรือกระจายไปทั่ว (distributing system) และ 

ซอฟท์แวร์หลายชนดิกม็กีารท�ำงานแบบขนาน เมือ่ถกูตดิตัง้ 

ก็ท�ำให้เครื่องคอมพิวเตอร์เป็นโหนดหนึ่งในระบบการ

ประมวลผลแบบกระจายนี ้เช่น BitTorrent ทีใ่ช้แบ่งปันไฟล์ 

โดยไม่ต้องมีผู้ให้บริการหลัก (server) หรือ Bitcoin Core 

ซ่ึงเป็นระบบสนับสนุนธุรกรรมทางการเงินที่ใช้สกุลเงิน

ทางอินเตอร์เน็ตที่ชื่อว่า Bitcoin เป็นต้น

แบบจ�ำลองการให้บริการบนคลาวนด์(cloud service 

models) 

องค์กรต่าง ๆ  ที่มีระบบคอมพิวเตอร์แบบกระจาย

ตัวหรือคลัสเตอร์ ต่างก็ต้องมีการลงทุนเพื่อสร้าง และมี

ค่าใช้จ่ายในการด�ำเนินงานและบ�ำรุงรักษา หลายองค์กร

จึงเปิดให้บริการแก่หน่วยงานภายนอกเข้ามาใช้งานระบบ

ของตน ผู้ที่ต้องการใช้งานสามารถเช่าใช้ทรัพยากรของ

คลัสเตอร์ได้โดยอาจจะเสียค่าบริการให้แก่องค์กร และ

จ�ำเป็นต้องมโีปรแกรมทีอ่อกแบบมาเฉพาะเพือ่น�ำไปรนับน 

คลัสเตอร์ (ใช้ไลบราลี PVM หรือ MPI และมีอัลกอริทึม

ที่เหมาะต่อการท�ำงานแบบขนาน) ตัวอย่างของโปรแกรม

แบบขนานนี้ก็เช่น โปรแกรมการจ�ำลองการเกิดปฏิกิริยา

ในสารละลาย (จ�ำลองการแตกตัวและรวมตัวของแต่ละ

อนุภาค) การท�ำนายสภาพอากาศ ฯลฯ ซ่ึงองค์กรภายนอก 
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ที่มาขอใช้บริการของคลัสเตอร์ก็มักจะจ�ำกัดแวดวงอยู่ที่

องค์กรทีท่�ำงานทีเ่กีย่วข้องกบัด้านวทิยาศาสตร์ เทคโนโลยี  

หรือวิชาการ

ต่อมาได้มีแนวคิดเพ่ือให้ระบบกระจายตัวนี้ 

ตอบสนองต่อการใช้งานไม่เฉพาะในด้านวทิยาศาสตร์และ

เทคโนโลยี แต่รวมถึงในด้านธุรกิจและอื่น ๆ  ด้วย สถาบัน 

NIST (National Institute of Standards and Technology) 

ของประเทศสหรัฐอเมริกาจึงได้ก�ำหนดสถาปัตยกรรม

และมาตราฐานของแบบจ�ำลองการให้บริการของระบบ

กระจายตัว (cloud service models) โดยเน้นการบริการ

เป็นหลัก (service oriented) และเริ่มมีการใช้ค�ำว่าคลาวนด์ 

เพื่อใช้เรียกระบบกระจายตัวตามแบบสถาปัตยกรรม 

ดงักล่าว แบบจ�ำลองการให้บรกิารทีเ่ป็นมาตรฐานนีม้อียู ่3 

แบบจ�ำลอง คอื Infrastructure as a Service (IaaS), Platform  

as a Service (PaaS) และ Software as a Service (SaaS)

ภาพ 1 แผนภาพแสดงแบบจ�ำลองการให้บริการบนคลาวนด์

Infrastructure as a Service (IaaS)

โดยท่ัวไป องค์กรส่วนใหญ่จ�ำเป็นต้องมโีครงสร้าง

พื้นฐานทางระบบคอมพิวเตอร์ ซ่ึงอาจประกอบไปด้วย 

โครงข่ายและทรัพยากรทางคอมพิวเตอร์ (เช่น เซิฟเวอร์ 

เน็ตเวิร์คสวิทช์ ฯลฯ) องค์กรจ�ำเป็นต้องลงทุนในการซื้อ

ฮาร์ดแวร์และซอฟต์แวร์เพื่อสร้างโครงข่ายดังกล่าว และ

ยังต้องคอยบ�ำรุงรักษา ปรับตั้ง และปรับเปลี่ยนอุปกรณ์

เพื่อทดแทนในกรณีที่ล้าสมัยหรือช�ำรุด ซ่ึงต้องใช้เวลา  

เงินและทรัพยากรบุคคล IaaS เป็นการให้บริการที่เกิดจาก

การจ�ำลองสร้างโครงข่ายและทรัพยากรเสมือน (virtual  

infrastructure) บนคลาวนด์ โดยโครงข่ายเสมอืนนีส้ามารถ 

จ�ำลอง (simulate/virtualize) ให้มีโทโปโลยีทางเครือข่าย 

(network topology) ที่ประกอบด้วยเคร่ืองเสมือน (virtual 

machines) และอุปกรณ์เสมือน (virtual network devices)  

ตามที่ผู ้ดูแลระบบ (network administrators) ในแต่ละ

องค์กรต้องการ เครื่องเสมือนเหล่านี้สามารถถูกก�ำหนด

ให้มีทรัพยากรอย่างที่ต้องการ เช่น ขนาดหน่วยความจ�ำ  

ขนาดของดิสก์ หน่วยประมวลผล ฯลฯ โครงข่ายน้ีจะ

เสมอืนจรงิ ท�ำให้ผูด้แูลระบบและผูใ้ช้ในองค์กรรูส้กึราวกบั

ว่าก�ำลังใช้งานบนเครือข่ายจริงที่มีเครื่องเซิฟเวอร์และ

อุปกรณ์เครือข่ายจริง (physical hardwares) ผู้ดูแลระบบ

จะสามารถตดิตัง้ทัง้ระบบปฏบิตักิาร หรอืโปรแกรมต่าง ๆ   

ลงในเครื่องคอมพิวเตอร์หรือเซิฟเวอร์เสมือนเหล่านี้ได้

โดยตรงเหมือนกับเคร่ืองจริง หรืออาจใช้ซอฟต์แวร์สร้าง

เคร่ืองเสมือนบนคอมพิวเตอร์ส่วนตัว (ที่มีทรัพยากร 

เหมือนกับเครื่องเสมือนบนเครือข่ายเสมือน) เพื่อติดต้ัง

ระบบลงในเครื่องเสมือนนี้ก่อน แล้วจึงอัพโหลดดิสก์

อิมเมจ (disk-image) ที่ได้จากเคร่ืองเสมือนส่วนตัวนี้ไปสู ่

เครือ่งเสมอืนในเครอืข่ายเสมอืนในภายหลงักไ็ด้ หรอืจะใช้ 

ดิสก์อิมเมจเดียวกันกับหลาย ๆ  เคร่ืองเสมือนในเครือข่าย

เสมือนโดยไม่ต้องเสียเวลาติดต้ังซ�้ำในแต่ละเครื่อง และ

ยังสามารถสร้างดิสก์อิมเมจที่แตกต่างกันส�ำหรับเครื่อง

เสมอืนหนึง่ ๆ  เพือ่สลบัเปลีย่นใช้ได้ตามต้องการ ซอฟต์แวร์

ทีส่ามารถสร้างเครือ่งเสมอืนเหล่านีก้ม็ทีัง้ทีเ่ป็นซอฟต์แวร์

เสรี เช่น OrcleVirtualBox และเพื่อการค้า เช่น VMware  

หรือ Microsoft Hyper-V เป็นต้น

จากที่กล่าวมาจะเห็นได้ว่า องค์กรที่ต้องการใช้ 

โครงข่ายเสมือนบนคลาวนด์นี้่สามารถติดต่อขอใช้บริการ

จากผูใ้ห้บรกิารคลาวนด์ทีม่อียูห่ลากหลายได้ เช่น Amazon 

S3, Windows Azure, Google Compute Engine, IBM Smart 

Cloud Enterprise เป็นต้น องค์กรไม่จ�ำเป็นต้องลงทุน 

ซื้อฮาร์ดแวร์มาสร้างโครงข่ายจริงด้วยตนเอง ไม่ต้องหา

สถานทีเ่พือ่จัดเกบ็ฮาร์ดแวร์ ไม่ต้องบ�ำรงุรกัษา ปรบัเปลีย่น 

ฮาร์ดแวร์ให้ทนัสมยั ผูใ้ห้บรกิารย่อมต้องบ�ำรงุและปรบัปรงุ 

ฮาร์ดแวร์จรงิของตนให้สามารถรองรบัเครอืข่ายเสมอืนน้ีได้  

แต่องค์กรกจ็�ำเป็นต้องมเีครือ่งไคลเอนต์ทีส่ามารถเชือ่มเข้า 



34 Vol. 11 No. 1 January-April 2017
EAU Heritage Journal
Science and Technology

กบัคลาวนด์ (ผ่านทางอินเตอร์เนต็) ได้อย่างรวดเร็ว มิฉะนัน้

จะเกิดปัญหาคอขวดในการเข้าถึงทรัพยากรเสมือนเหล่านี้  

นอกจากนี้ ส�ำหรับองค์กรที่อาจจะมีข้อจ�ำกัดในเรื่อง

ความเร็วในการเข้าถึงอินเทอร์เน็ต หรือมีปัญหาอื่นท�ำให้

ไม่เหมาะที่จะรับบริการโครงข่ายเสมือนจากผู้ให้บริการ  

ก็สามารถสร้างคลาวนด์เฉพาะในองค์กรจากโครงข่าย 

ท้องถิน่ในองค์กร และน�ำคลาวนด์ทีส่ร้างขึน้มาสร้างระบบ

เสมือนนี้ได้ โดยไม่จ�ำเป็นต้องเสียเงินจ�ำนวนมาก เพราะมี

ซอฟท์แวร์เสรทีีใ่ช้สร้างคลาวนด์ทีส่ามารถให้บรกิารแบบ 

IaaS น้ี เช่น OpenStack ของ OpenStack Foundation หรือ 

Ubuntu OpenStack (Rochwerger, et al., 2009) ของบริษัท 

Canonical (ผู้ผลิต Ubuntu Linux) เป็นต้น โครงข่ายและ 

ทรัพยากรเสมือนที่สร้างขึ้นโดยคลาวนด์นี้ นอกจากจะมี 

ประสิทธิภาพใกล้เคียงกับโครงข่ายและทรัพยากรใน

ฮาร์ดแวร์จริงแล้ว (ขึ้นอยู ่กับฮาร์ดแวร์จริงที่มีอยู ่ใน 

คลาวนด์) เครื่องเสมือนที่สร้างขึ้นยังอาจมีประสิทธิภาพ

ดีกว่าเครื่องจริงได้เสียอีก เช่น อาจมีความสามารถในการ

ประมวลผลสูงกว่าเครื่องจริง มีความจุของหน่วยความจ�ำ 

หรือฮาร์ดดิสก์มหาศาลมากกว่าเครื่องจริงก็ได้

Platform as a Service (PaaS)

ส�ำหรับองค ์กรที่มี เป ้ าหมายในการพัฒนา

ซอฟต์แวร์ จ�ำเป็นต้องมีเคร่ืองเป้าหมายที่จะพัฒนา

โปรแกรมให้ใช้บนเครื่องนั้น ๆ แต่เดิมองค์กรจะก�ำหนด

เครื่องหรือแพลตฟอร์มที่ใช้ในการผลิตงาน (production 

system) เพื่อใช้ในการพัฒนา ติดตั้งและทดสอบโปรแกรม 

ทีพ่ฒันาขึน้ เครือ่งดงักล่าวจะต้องมเีสถยีรภาพ ไม่มกีารลง 

ซอฟต์แวร์อื่นเกินจ�ำเป็น และหากจะมีการปรับปรุง

ซอฟต์แวร์หรือฮาร์ดแวร์ต้องได้รับการยินยอมหรือตกลง

จากทีมพัฒนาเสียก่อน เพื่อป้องกันไม่ให้ปัญหาที่เกิดจาก

ซอฟต์แวร์อื่นหรือฮาร์ดแวร์มารบกวน (แม้แต่โปรแกรม

แอนตี้ไวรัสก็มักไม่ถูกติดตั้ง) แพลตฟอร์มที่ใช้ในการผลิต

ซอฟต์แวร์น้ีจะรวมทั้งฮาร์ดแวร์และซอฟต์แวร์ที่ใช้ เช่น  

ชนดิขัน้ต�ำ่ของหน่วยประมวลผลกลาง ขนาดหน่วยความจ�ำ  

ระบบปฏิบัติการที่ใช้ ฮาร์ดแวร์และหรือซอฟต์แวร์อื่นที่

เก่ียวข้อง เป็นต้น ซึ่งหลายแพลตฟอร์มสามารถสร้างขึ้น

ได้จากการใช้ซอฟต์แวร์สร้างเครื่องเสมือน แต่ PaaS เป็น

รูปแบบการบริการที่ผู ้ให้บริการจะจ�ำลองแพลตฟอร์ม 

ให้กับผู้ใช้บริการสร้างโปรแกรมส�ำหรับคลาวนด์ (cloud 

software) โดยแพลตฟอร์มนี้จะเป็นคลาวนด์แพลตฟอร์ม 

(cloud platform) แบบเสมือน ท�ำให้นักพัฒนาฯไม่จ�ำเป็น

ต้องทราบว่าโครงสร้างทางฮาร์ดแวร์จริง ๆ บนคลาวนด์ 

ทีต่นเองก�ำลงัพฒันานัน้เป็นอย่างไร มจี�ำนวนโหนดมากน้อย 

แค่ไหน และเมื่อมีการปรับปรุงหรือเปลี่ยนแปลงทาง

ฮาร์ดแวร์ แพลตฟอร์มก็จะสามารถใช้ประสิทธิภาพที ่

เพิ่มขึ้น แต่ยังคงเสถียรภาพที่เหมาะสมต่อการพัฒนาได้

เช่นเดิม

ผู้ให้บริการ PaaS จะสร้างชุดเครื่องมือ (toolkit) 

ซอฟต์แวร์ไลบราลี และก�ำหนดมาตรฐานในการใช้งาน

แพลตฟอร์มเหล่านี้ การเขียนโปรแกรมแบบขนานแบบ

ดัง้เดมิทีใ่ช้ซอฟต์แวร์ไลบราล ีPVM หรอื MPI ผูใ้ช้สามารถ 

ควบคุมจ�ำนวนโหนดที่เรียกใช้งาน ปริมาณและล�ำดับการ

เข้าถึงของข้อมูลหรืองานที่ก�ำหนดให้แต่ละโหนด แต่ 

ในคลาวนด์แพลตฟอร์ม มักจะไม่สามารถก�ำหนดล�ำดับ

ของงานหรือข้อมูลที่กระจายให้กับแต่ละโหนดได้

เทคนิคการเขียนโปรแกรมอย่างเช่น Map Reduce

ซึง่แบ่งออกกลุม่ของโปรเซสออกเป็น 2 กลุม่ คอื Map และ 

Reduce กล่าวโดยสั้น Map จะท�ำการค้นหาและประมวล

ข้อมูลที่ตรงตามเงื่อนไขที่ก�ำหนดมาพักไว้ Reduce จะน�ำ 

ข้อมูลที่พักไว้มาประมวลผลต่อให้ได้ค�ำตอบ (มีส่วน 

คล้ายกับ stored procedure ในซอฟต์แวร์ฐานข้อมูลทั่วไป)  

ข้อมูลมักจะถูกเก็บไว้ก่อนแล้วเป็นจ�ำนวนมากในไฟล์ 

(หลายไฟล์) หรือในฐานข้อมูลก็ได้ ผู ้พัฒนาเพียงเขียน

โปรแกรมว่า Map และ Reduce มกีารประมวลผลกบัข้อมลู 

เดีย่ว ๆ  ทีเ่จออย่างไร เมือ่เริม่การท�ำงาน คลาวนด์เอนจนิจะ

กระจายโปรเซส Map ไปตามโหนด และส่งข้อมูลกระจาย

ไปตามโหนดโดยไม่มีล�ำดับที่แน่นอน ข้อมูลจะได้รับการ

ประมวลผลจากโปรเซส Map และถูกพักเก็บไว้เมื่อข้อมูล

ถูกส่งและประมวลผลจนครบหมดแล้ว คลาวนด์เอนจิน 

จะกระจายโปรเซส Reduce ไปตามโหนด และส่งข้อมูล

ที่พักเก็บไว้ไปให้กับแต่ละโหนดโดยไม่เรียงล�ำดับ เพื่อ

ประมวลผลต่อให้ได้เป็นผลลัพธ์ (และเก็บผลลัพธ์นั้น 

ในไฟล์หรือฐานข้อมูล)

ตัวอย่างของผู้ให้บริการแบบ PaaS ได้แก่ Red Hat 

OpenShift, Google App Engine, Windows Azure Cloud  

Services, Amazon AWS และส�ำหรับผู้ที่ต้องการสร้าง 
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คลาวนด์แพลตฟอร์มขึ้นเอง ก็สามารถใช้ซอฟท์แวร์เสรี 

เช่น Apache Hadoopได้

Software as a Service (SaaS)

SaaS เป็นบริการที่ผู้ให้บริการจะพัฒนาคลาวนด ์

ซอฟต์แวร์ เพื่อตอบสนองความต้องการของผู้ใช้ โดย 

คลาวนด์ซอฟต์แวร์จะต่างจากซอฟต์แวร์อืน่ ตรงท่ีสามารถ

การใช้ประโยชน์จากการประมวลผลบนคลาวนด์มาใช้ใน

ซอฟต์แวร์เช่น อาจจะมีความสามารถในการประมวลผล

ที่มีประสิทธิภาพสูง หรือสามารถจัดเก็บข้อมูลขนาดใหญ ่

และมีความปลอดภัย หรือเข้าถึงข้อมูลที่หลากหลาย หรือ

การได้ข้อมูลหรือผลแบบเวลาจริง ฯลฯ เป็นต้น

คลาวนด์ซอฟต์แวร์มีอยู่หลากหลายและนับวัน 

จะมีมากยิ่งขึ้น บางบริการก็ไม่คิดค่าบริการ แต่บางบริการ

ก็คิดหรือเปิดให้เฉพาะกับสมาชิกผู ้ใช้อินเทอร์เน็ตใน 

ปัจจุบันต่างก็เคยใช้บริการคลาวนด์ซอฟท์แวร์แล้วแต่อาจ

จะไม่รู้ตัว เช่น Google Search Engine, Gmail, Facebook, 

DropBox เป็นต้น โดยทั่วไปผู้ใช้บริการนี้มักจะเป็นผู้ใช้

ทั่วไป แต่ก็มีผู้ใช้ในระดับองค์กรเช่นกัน เช่น Gmail for 

Business ที่ให้บริการอีเมล์ส�ำหรับลูกค้าระดับองค์กร 

โดยบุคลากรในองค์กรสามารถใช้ที่อยู่อีเมล์ประจ�ำองค์กร 

ของตน เช่น nikorn@eau.ac.th เพื่อล็อกอินเข้าสู่กล่องรับ

จดหมายของตนผ่านทางหน้าล็อกอินปกติของ Gmail ได้

หากไม่มีคลาวนด์ ซอฟท์แวร์ต่าง ๆ  กอ็าจจะพฒันา

ข้ึนได้ แต่จะมีประสิทธิภาพไม่เท่ากับคลาวนด์ซอฟต์แวร์ 

เช่น เสิร์ชเอนจิ้นที่ไม่ใช้คลาวนด์ อาจจะไม่สามารถค้น

ข้อมูลมหาศาลได้อย่างรวดเร็ว อาจต้องจ�ำกัดจ�ำนวนผู้ใช้ 

ในแต่ละช่วงเวลา ไม่มีการแนะน�ำค�ำค้นแบบเวลาจริง ไม่มี

การแนะน�ำค�ำแก้ค�ำผิด เป็นต้น

IoT กับ Cloud Computing

กลับมาดูตัวอย่างอุปกรณ์น�ำทางที่มีการเช่ือมต่อ

อินเทอร์เน็ตที่ได้กล่าวไว้ในตอนแรกว่าจะช่วยให้สามารถ

แสดงความหนาแน่นและหาเส้นทางหลีกเลี่ยงการจราจร

ที่ติดขัดได้ตามเวลาจริงนั้น ถ้าอุปกรณ์นี้ไม่ได้เชื่อมต่ออยู่

กับคลาวนด์ จะไม่สามารถท�ำงานอย่างที่กล่าวนี้ได้เลย  

อาจท�ำได้เพยีงปรบัปรงุเฟิร์มแวร์ใหม่ หรอืปรบัปรงุแผนที่ 

จากเว็บไซต์ของผู้ผลิตเท่านั้น เพราะการจะได้ข้อมูลจริง

ทางด้านการจราจรนั้น จ�ำเป็นต้องมีตัวตรวจวัดข้อมูล 

การจราจรอยู่ทั่วไปที่สามารถส่งข้อมูลให้กับคลาวนด์เพื่อ

ประมวลผลหาความหนาแน่นได้

พิจารณาการท�ำงานของระบบน�ำทางใน Google 

Map บนโทรศัพท์มือถือ ซึ่งเป็นคลาวนด์ซอฟต์แวร์ที่มี

ความสามารถในการแสดงความหนาแน่นของการจราจร

ดังกล่าว เริ่มจากที่โทรศัพท์มือถือแต่ละเครื่องจะสามารถ 

หาพกิดั (geolocation) ได้จากข้อมลูจากดาวเทยีม หรอืไวไฟ 

ฮอตสปอต หรือจากลงทะเบียนเข้ากับเครือข่ายโทรศัพท์

เคลือ่นทีผ่่านเซลไซต์ (cell site) ถ้าโทรศพัท์เคลือ่นทีแ่ต่ละ

เครื่องที่อยู่บนถนนเชื่อมต่อเข้ากับอินเทอร์เน็ตได้ หรือ 

ผูใ้ห้บรกิารเครอืข่ายโทรศพัท์เคลือ่นทีส่่งข้อมลูของเซลไซต์ 

ให้กบัคลาวนด์ของกเูกิล้ บรรดาโทรศพัท์เคลือ่นทีท่ัง้หลาย 

กจ็ะเป็นเสมอืนตวัตรวจวดัสภาพการจราจร ช่วยให้คลาวนด์ 

ของกูเกิ้ลค�ำนวณหาความหนาแน่นของการจราจร และ

สามารถส่งข้อมูลนี้มาแสดงผลหรือค�ำนวณต่อใน Google 

Map ที่อยู่ในโทรศัพท์มือถือได้

และเพือ่ให้เหน็ชัดว่าการประมวลผลแบบคลาวนด์ 

นั้นช่วยเสริมประสิทธิภาพให้กับ IoT อย่างไร ให้เรา

พิจารณาตัวอย่างของกล้องวงจรปิดส�ำหรับระบบรักษา

ความปลอดภัยภายในบ้านระหว่างกล้องแบบไอพีที่เป็น 

IoT และแบบคลาวนด์ คุณสมบัติและลักษณะเด่นของ

กล้องวงจรปิดนั้นมีหลากหลายมาก เช่น การบันทึกภาพ

เป็นแบบอนาลอกหรือดิจิทัล ความละเอียดของภาพ  

ความสามารถในการถ่ายในที่แสงน้อย มีแสงอินฟราเรด

และเลนส์เพื่อถ่ายในที่มืด มีเลนส์ส�ำหรับบันทึกภาพ 

มุมกว้างหรือฟิชอาย ปรับโฟกัสอัตโนมัติ สามารถส่ายได้ 

ตามจังหวะหรือตามต้องการ สามารถตรวจจับความ

เคลื่อนไหวแล้วค่อยบันทึกหรือเปิดสัญญาณกันขโมย 

เป็นต้น 

ปัญหาของการใช้กล้องวงจรปิดที่สร้างความยาก 

ล�ำบากให้กบัผูใ้ช้มากปัญหาหนึง่กค็อื ปัญหาในการควบคมุ

หรอืดภูาพจากกล้องวงจรปิดขณะไม่อยูใ่นบ้าน แม้ว่ากล้อง

จะต่อเข้ากับอินเทอร์เน็ต แต่ก็มักจะสามารถควบคุมและ 

เข้าถึงได้จากเคร่ืองที่ต่ออยู ่กับเครือข่ายในบ้านเท่าน้ัน

ปัญหานี้เกิดจากการที่หมายเลขไอพีแอดเดรสของโมเด็ม

ตามบ้านนั้นไม่ใช่หมายเลขถาวร เพราะทุกครั้งที่โมเด็ม 
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เชือ่มต่อเข้าสูอิ่นเตอร์เนต็ผ่านทางผูใ้ห้บรกิารอนิเทอร์เนต็ 

(internet service provider) ผู้ให้บริการจะจัดสรรหมายเลข

ที่ว่างอยู่ให้กับโมเด็มที่ร้องขอ ซึ่งอาจเป็นหมายเลขเดิมที่ 

เคยใช้หรือหมายเลขใหม่ก็ได้ เมื่อผู ้ใช้อยู ่นอกบ้านไม่

สามารถรูห้มายเลขไอพีแอดเดรสของโมเดม็ทีบ้่าน กท็�ำให้

ไม่สามารถเข้าถึงเครือข่าย กล้อง หรือเซิฟเวอร์บันทึกภาพ 

ที่บ้านได้

วิธีแก้ปัญหาโดยทั่วไปคือ ใช้บริการ DDNS  

(Dynamic Domain Name System) เพื่อระบุหมายเลขไอพี 

แอดเดรสปัจจุบันของโมเด็มเข้ากับชื่อโดเมนที่เคยลง

ทะเบียนไว้ เช่น ถ้าผู้ให้บริการ DDNS เป็น ip.org และ

เคยลงทะเบียนขอชื่อโดเมนเป็น mycamera.ip.org โมเด็ม

หรอืเซฟิเวอร์บนัทึกภาพจะส่งหมายเลขไอพีและชือ่โดเมน

ของโมเด็มไปที่ ip.org เมื่อผู้ใช้อยู่นอกบ้านและขอติดต่อ 

กล้องผ่านทางโดเมน mycamera.org กจ็ะได้ไอพีแอดเดรสที่

ถูกต้องและเข้าถึงกล้องได้ในที่สุด ภาพที่ต้องการจะถูกส่ง 

ตรงจากกล้องมายังอุปกรณ์ของผู้ใช้ ซึ่งผู้ให้บริการ DDNS 

นี้อาจเป็นผู้บริการทั่วไปหรือเป็นผู้ผลิตกล้องวงจรปิด 

นั้น ๆ ก็ได้

กล้องแบบคลาวนด์จะแตกต่างออกไปคือ กล้อง 

จะส่งภาพไปบนัทกึลงในคลาวนด์ และตดิต่อขอค�ำสัง่ในการ 

ควบคุมกล้องจากคลาวนด์ (ในกรณีที่ผู้ใช้ส่งค�ำสั่งควบคุม

กล้องมาที่คลาวนด์) เมื่อผู้ใช้อยู่นอกบ้าน ก็สามารถเข้าถึง

คลาวนด์นั้นและดูภาพที่บันทึกได้ และถ้าดูภาพสดจาก

กล้องตัวเดียวกันจากหลายอุปกรณ์พร้อมกัน ก็ไม่ท�ำให้

แบนด์วธิการเชือ่มต่อทีบ้่านเพ่ิมสูงขึน้มากไปกว่าการดดู้วย 

อุปกรณ์เดียวแต่อย่างใด

ในกรณีที่บันทึกลงเซิฟเวอร์ก็เหมาะกับบ้านที่

มีกล้องเป็นจ�ำนวนมาก และแบนด์วิธในการเชื่อมต่อ

อินเทอร์เน็ตไม่เพียงพอจะส่งภาพจากทุกกล้องไปยัง 

คลาวนด์ได้แต่ภาพที่บันทึกไว้และตัวเซิฟเวอร์เองก็อาจ

เสีย่งต่อการสญูหายหรอืถกูท�ำลายการบนัทกึลงในคลาวนด์

จะป้องกันการสูญหายหรือท�ำลายภาพได้ดีกว่า และแม้มี 

กล้องหลายตัว ถ้ามีการบันทึกเฉพาะถ้ามีการเคลื่อนไหว

ในภาพตามบริเวณที่ก�ำหนดก็จะลดข้อมูลและแบนด์วิธ 

ในการเชื่อมต่อเข้ากับคลาวนด์ลงได้

บทสรุป

การประมวลผลบนคลาวนด์มีความสัมพันธ์และ 

มปีระโยชน์กบั IoT ช่วยให้อปุกรณ์ทีเ่ป็น IoT สามารถเข้าถงึ 

ศักยภาพที่แท้จริงของอินเตอร์เน็ตได้ ไม่ว่าจะเป็นการ

ประมวลผลทีม่คีวามเรว็สงูการได้มาซึง่ข้อมลูทีห่ลากหลาย 

และตามเวลาจริง การรับส่งข้อมูลจ�ำนวนมาก การรักษา

ความปลอดภยัของข้อมลู ฯลฯซึง่ตอบสนองต่อจุดประสงค์

และแนวคิดของ IoT ในการสร้างอุปกรณ์ชาญฉลาด

กล่าวได้ว่า การประมวลผลบนคลาวนด์นั้นเป็น 

โครงสร้างพื้นฐานที่ส�ำคัญยิ่งส�ำหรับ IoT

ทิศทางในอนาคต

ในอนาคตรปูแบบของการประมวลผลบนคลาวนด์

จะเป็นไปอย่างทั่วถึงมากขึ้น จะมีโมเดลในการให้บริการ

ของคลาวนด์เพิ่มขึ้นอีกมากเพื่อตอบสนองความต้องการ

โดยเฉพาะอย่างยิ่งในด้านธุรกิจ พาณิชย์ และบันเทิงตาม 

แนวคิดที่ว่า ทุกอย่างเป็นบริการ หรือ XaaS (Everything 

as a Service) ซึ่งจะมีผลต่อ IoT และอุปกรณ์ชาญฉลาด

ที่ฉลาดยิ่งขึ้นและเทคโนโลยีที่ก้าวหน้าจะท�ำให้อุปกรณ์

เหล่านีไ้ม่เป็นเพยีงไคลเอนต์ทีม่าใช้บรกิาร แต่จะกลายเป็น 

โหนดหนึ่งที่ร่วมประมวลผลบนคลาวนด์ด้วย



วารสารวิชาการมหาวิทยาลัยอีสเทิร์นเอเชีย
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