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Time Series Forecasting: Linear Approach, Non-Linear Approach and Hybrid Models
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Abstract

Time series is one method in Quantitative forecasting which includes both Linear approach and Non-linear
approach. Both approaches have limitations such the data with one approach can not be fully explained by another
approach. For more accurate forecasting, Hybrid models are developed which use both approaches to explain data

mutually.
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