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บทคัดย่อ

การประมวลผลภาษาธรรมชาติเป็นหลักการที่ท�ำให้คอมพิวเตอร์สามารถเข้าใจ ตีความ และใช้ภาษามนุษย์เพื่อการสือ่สาร

ได้ โดยเฉพาะอย่างยิง่การสร้างเทก็ซ์เพือ่น�ำไปสูส่ตอรเีจนเนอเรชนัอันเป็นหลกัการท�ำให้คอมพวิเตอร์สร้างเรือ่งราวอัตโนมัติ 

มีประโยชน์ในการสร้างเนื้อหาเท็กซ์ท่ีมีความซับซ้อนและเป็นเร่ืองราวอย่างใดอย่างหนึ่งโดยเฉพาะ กลไกหลัก คือ การสร้าง

ประโยคด้วยการน�ำค�ำชนิดต่าง ๆ วลหีรอืกลุม่ค�ำมาประกอบกนัเป็นประโยคก่อนน�ำประโยคมาสร้างเนือ้ความเชิงความหมาย

ที่มนุษย์สามารถเข้าใจได้ งานวิจัยน้ีพัฒนาและออกแบบเคร่ืองจักรซอฟต์แวร์สร้างประโยคภาษาไทยเพื่อเก็บไว้ในคลัง

ประโยคภาษาไทยส�ำหรับน�ำไปใช้ในงานวิจัยสตอรีเจนเนอเรชัน ออกแบบทั้งส่วนสถาปัตยกรรมเครื่องจักรและขั้นตอนวิธี 

แบ่งออกเป็นสองส่วนหลัก คือ ส่วนการสร้างพจนานุกรมชนิดของค�ำในภาษาไทยและส่วนการสร้างประโยคโดยใช้กลไก

ตัวด�ำเนินการครอสโปรดักของพีชคณิตเชิงสัมพันธ์ในฐานข้อมูลเป็นกฎควบคุมการสร้างประโยคตามรูปแบบไวยากรณ์

ภาษาไทย ทดลองโดยสร้างเครื่องจักรซอฟต์แวร์ น�ำเข้าค�ำจากพจนานุกรมเล็กซิตรอนจ�ำนวน 3x104 ค�ำ สร้างประโยค

ภาษาไทยจ�ำนวน 21 รูปแบบ ผลการทดลองพบว่า เครื่องจักรสามารถสร้างประโยคได้ปริมาณมากถึง 7.63926x1016 

ประโยค วัดผลเชิงคุณภาพด้วยการพิจารณาว่า ประโยคท่ีสร้างข้ึนสามารถอ่านได้ความหมายถูกต้องหรือไม่ พบว่า ได้

ประโยคท่ีสามารถอ่านได้ความหมายถูกต้องเฉลี่ยร้อยละ 36.70 น้อยท่ีสุดอยู่ท่ีร้อยละ 13.33 มากท่ีสุดอยู่ท่ีร้อยละ 64 

พิจารณาจ�ำนวนค�ำที่น�ำมาสร้างประโยค ประโยคท่ีประกอบด้วยค�ำ 2 ค�ำ ประโยคท่ีสามารถอ่านได้ความหมายถูกต้อง

อยู่ระหว่างร้อยละ 44.00-64.00 คิดเป็นร้อยละเฉลี่ย 53.05 ประโยคท่ีประกอบด้วยค�ำ 3 ค�ำ ประโยคท่ีอ่านได้ความหมาย

ถูกต้องระหว่างร้อยละ 22.33-57.67 คิดเป็นร้อยละเฉลี่ยท่ี 34.57 และประโยคท่ีประกอบด้วย 4 ค�ำ ได้ประโยคท่ีอ่าน

ได้ความหมายถูกต้องระหว่างร้อยละ 13.33-21.00 คิดเป็นร้อยละเฉลี่ยท่ี 18.00  

ค�ำส�ำคัญ: การสร้างประโยคภาษาไทย คลังประโยคภาษาไทย เครื่องจักรสร้างค�ำไทย ครอสโปรดักรีเลชัน

เครื่องจักรสร้างประโยคภาษาไทยอัตโนมัติด้วยตัวด�ำเนินการครอสโปรดัก
ในฐานข้อมูลเชิงสัมพันธ์
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Abstract

Natural Language Processing--NLP is the principle that enables computers to understand, interpret, 

and utilize human language for communication. Specifically, it involves generating text to create coherent 

narratives automatically. This is particularly useful for generating complex and narrative-rich textual content. 

The main mechanism involves constructing sentences by assembling various types of words, phrases, 

or groups of words into coherent sentences before creating meaningful content that humans can 

understand. This research develops and designs a software machine to generate Thai language sentences for 

storage in a Thai sentence repository for use in subsequent research on summarization. The design 

includes both the architecture of the machinery and the methods. It is divided into two main parts: 

generating a community dictionary of word types in the Thai language and generating sentences using 

the cross-productive operations of relational algebra on a database as control rules for generating 

sentences following Thai language syntax patterns. The experiment involves importing words from a 

small-sized city dictionary of 30,000 words and generating 21 Thai sentence patterns. The experimental results 

show that the machine can generate a large quantity of sentences, up to 7.63926x1016 sentences. The 

quality of the results is assessed by considering whether the generated sentences are readable and semantically 

correct. It is found that, on average, 36.70% of the sentences are readable and semantically correct, with 

a minimum of 13.33% and a maximum of 64%. Considering the number of words used to create 

sentences, sentences with two words have a readability and correctness rate between 44.00% and 

64.00%, averaging 53.05%. For sentences with a length of 3 words, the readability and correctness 

rate range from 22.33% to 57.67%, with an average of 34.57%. Sentences with four words have a 

readability and correctness rate between 13.33% and 21.00%, averaging 18.00%.

Keywords: Thai sentence generation, Thai sentence corpus, Thai sentence engine, Cross-Product Relation

บทน�ำ

	 การประมวลผลภาษาธรรมชาต ิ(Natural Language 

Processing--NLP) เป็นหลักการที่ท�ำให้คอมพิวเตอร์

สามารถเข้าใจ ตคีวาม และใช้ภาษาของมนุษย์เพ่ือการสือ่สาร 

โดยทั่วไปแล้ว งานวิจัยด้านนี้ ประกอบด้วยการจัดการ

โครงสร้างของค�ำ การวิเคราะห์ความสัมพันธ์ทางไวยากรณ์ 

ความหมาย และบริบท ซึ่งเกี่ยวข้องกับการตีความความ

หมายของภาษาและความหมายตามบริบท ตามล�ำดับ แต่

ในปัจจบุนัพบว่า หนึง่ในงานประมวลผลภาษาธรรมชาตทิีม่ี

ความส�ำคญั คอื งานด้านสตอรเีจนเนอเรชนั (Story Generation 

Principle) ซึ่งเป็นหลักการที่ท�ำให้คอมพิวเตอร์สามารถ

สร้างเร่ืองราวต่าง ๆ ตามความต้องการของมนุษย์ได้โดย

อัตโนมัติ ถูกน�ำมาประยุกต์ใช้เพื่อสร้างเรื่องเล่า นิทาน 

นวนิยาย วรรณกรรม สารคดี บทความวิชาการ และงาน

ทางด้านภาษาศาสตร์อื่น ๆ กลไกส�ำคัญที่ท�ำให้เกิดการ

สร้างเร่ืองราวข้ึนได้ คือ การท�ำให้คอมพิวเตอร์สามารถน�ำ

ค�ำชนิดต่าง ๆ (parts of speech) วลี (phrases) กลุ่มค�ำ 

(clauses) ท่ีมีใช้ในภาษาธรรมชาติมาสร้างประโยคก่อน 

จากนั้นจึงน�ำประโยคประกอบกันเพื่อให้ได้เนื้อความเชิง

ความหมายท่ีมนุษย์สามารถเข้าใจได้ 

	 แม้ว่าในปัจจุบันการสร้างเรื่องราวสามารถด�ำเนิน

การได้ด้วยปัญญาประดษิฐ์ (generative AI) เช่น ChatGPT 
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หรือ Bard AI ที่อาศัยการเรียนรู้ของเอไอที่จดจ�ำเรื่องราว

จากข้อมูลการเรียนรูภ้าษาธรรมชาตเิอาไว้แล้วน�ำสิง่ทีจ่ดจ�ำ

ไว้น้ันมาประกอบกันทั้งคิดแบบค�ำต่อค�ำและคิดแบบโครง

ร่างเน้ือเร่ืองที่ได้เรียนรู้เอาไว้ แต่หากมิใช่สิ่งท่ีเคยเรียนรู้ไว้

ก่อน การสร้างเรื่องราวจะไม่สามารถท�ำได้ อีกทั้งการสร้าง

เนื้อหายังไม่ได้ประสิทธิภาพเท่าที่ควร ดังนั้นการสร้างคลัง

ค�ำ การสร้างค�ำเก็บในรูปแบบพจนานุกรม หรือหากจะให้ดี

กว่าน้ัน คือ การสร้างคลังประโยคเอาไว้เพื่อการสร้างเรื่อง

ราวจึงเป็นสิ่งที่ส�ำคัญต่อการพัฒนาเรื่องราวได้รวดเร็วและ

มีประสิทธิภาพมากขึ้น อีกทั้งยังเป็นประโยชน์ส�ำหรับให้

ปัญญาประดิษฐ์น�ำไปใช้ส�ำหรับตัดสินใจ หรือสร้างเรื่อง

ราวใหม่ ๆ  ได้ต่อไป คณะผู้วิจัยจึงต้องการสร้างเครื่องจักร

เพื่อสร้างประโยคเป็นแนวคิดเบื้องต้นเพื่อจะใช้เป็นข้อมูล

พ้ืนฐานส�ำหรับท�ำวิจัยต่อยอดในล�ำดับถัดไป

	 จากการศกึษาพบว่ามงีานวจัิยสร้างประโยคภาษาไทย
ค่อนข้างน้อย เช่น การออกแบบและทดลองเกีย่วกบัการสร้าง

คลังของเทก็ซ์ภาษาไทยเพือ่ใช้ในการสร้างเรือ่งเล่า งานวจิยั 

(Limpanadudadee, Punyabukkanna & Poobrasert, 

2014) และการสร้างเคร่ืองจักรส�ำหรับการสร้างประโยคภาษาไทย
ด้วยการก�ำหนดรูปแบบตายตัว (Krukaset, Krukaset & 

Khancome, 2017) งานวจิยัดงักล่าวถือเป็นกลไกการสร้าง

ประโยคอันเป็นจุดเร่ิมต้นของงานวิจัยสตอรีเจนเนอเรชัน

ภาษาไทย ในขณะที่คณะผูว้ิจัยได้พฒันางานวจิัยเครื่องจักร
สร้างประโยคภาษาไทยส�ำหรับคลังประโยคภาษาไทย 

(Daengcharoen, Charungchit & Khancome, 2020) ซึง่

เป็นเครือ่งจกัรส�ำหรบัสร้างประโยคภาษาไทยเบือ้งต้น สามารถ

สร้างประโยคภาษาไทยจ�ำนวน 14 รูป ที่ความแม่นย�ำอยู่

ที่ร้อยละ 5-60 และงานวิจัยเคร่ืองจักรสร้างประโยคภาษา

ไทยตามวัตถุประสงค์ของการสื่อสาร (Khancome, 

Daengcharoen & Charungchit, 2022) ที่สร้างประโยค

ภาษาไทยตามวตัถปุระสงค์ของการสือ่สารได้ กระนัน้กต็าม 

รูปแบบและการด�ำเนนิการยงัมข้ีอจ�ำกดัอยูท่ีจ่�ำนวนรปูแบบ 

14 รูปแบบที่มีข้อจ�ำกัดการสร้างรูปแบบสื่อสารได้เพียง 8 

รปูแบบทีค่วามแม่นย�ำต�ำ่ ไม่ยดืหยุน่ในการรองรบัการขยาย

รูปแบบที่เพิ่มขึ้น การสร้างประโยคยังไม่มีความเป็นอิสระ

	 ดงัน้ันงานวิจยันีจึ้งน�ำเสนอเครือ่งจกัรทางซอฟต์แวร์ 

ส�ำหรับสร้างประโยคภาษาไทยอัตโนมัติเพื่อเก็บไว้ในคลัง

ประโยค (sentence corpus) อาศัยกลไกตัวด�ำเนินการ

ครอสโปรดัก (Cross-Product Relation) ของฐานข้อมูล

เชิงสัมพันธ์ (relational database) พัฒนาส่วนควบคุม

การสร้างประโยคด้วยฟังก์ชันทางพีชคณิตเชิงสัมพันธ ์

(relational algebra) เป็นกฎในการสร้างประโยค ท�ำให้

สามารถขยายขดีความสามารถของเครือ่งจกัรสร้างประโยค

ได้มากถึง 21 รูปแบบ ขั้นตอนวิธีมีความเป็นอิสระและ

ยืดหยุ่นอันเป็นการแก้ไขข้อจ�ำกัดของงานวิจัยท่ีได้ด�ำเนิน

การมาก่อนหน้า การวิจัยในครั้งนี้พัฒนาเครื่องจักรเพ่ือ

สร้างประโยคเป็นคลังประโยคภาษาไทยเก็บไว้ทั้งหมดก่อน 

จึงท�ำให้ได้ประโยคแบบไม่พึ่งบริบท จากนั้นพิจารณาเลือก

เฉพาะประโยคท่ีมีคุณภาพท่ีสามารถอ่านได้ถูกต้องและมี

ความหมาย (ประโยคแบบพึ่งบริบท) ไปใช้งาน

	 โดยการทดลองนี้ ทดลองด้วยค�ำจากพจนานุกรม 

LEXiTRON (LEXiTRON Data, 2018) จ�ำนวน 3x104 

ค�ำ ผลการทดลองได้ประโยคตามรูปแบบไวยากรณ์โดยไม่

พึ่งบริบท (context free sentence) ได้ปริมาณมากถึง 

7.63926x1016 ประโยค นอกจากนั้นหากพิจารณาด้าน

คุณภาพของประโยคท่ีสร้างข้ึนซ่ึงสามารถอ่านได้ความ

หมายถกูต้องในเชงิความหมายแบบพึง่บรบิท (contextual 

sentence) สามารถอ่านได้ความหมายถูกต้องอยู่ระหว่าง

ร้อยละ 13.33-64 อีกด้วย 	

วัตถุประสงค์การวิจัย

	 เพื่อพัฒนาเครื่องจักรทางซอฟต์แวร์ส�ำหรับสร้าง

ประโยคภาษาไทยอัตโนมัติเก็บไว้ในคลังประโยค โดยอาศัย

กลไกตัวด�ำเนินการครอสโปรดักของฐานข้อมูลเชิงสัมพันธ์

ควบคมุกฎในการสร้างประโยคตามรปูแบบประโยคภาษาไทย

แนวคิดทฤษฎีที่เกี่ยวข้อง

สตอรีเจนเนอเรชัน

	 สตอรี เจนเนอเรชัน คือ  หลักการที่ท� ำ ให ้

คอมพิวเตอร์สามารถสร้างเรื่องราวต่าง ๆ ได้เองโดย

อาศัยขั้นตอนวิธีทางด้านปัญญาประดิษฐ์ จากหลักฐานใน 

(Story Generator Algorithms, 2021) ระบุว่า เชลดอน

ไคลน์ (Klein และ Sheldon) ได้น�ำเสนอแนวคิดนี้ไว้ตั้งแต่

ปี ค.ศ.1973 จากนั้นงานวิจัยด้านนี้ได้มีการพัฒนาอย่าง
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ต่อเนื่อง ซึ่งมีงานวิจัยท่ีน่าสนใจและมีชื่อเสียงเป็นท่ีกล่าว

ถึงกัน คือ มีฮานน�ำเสนอหลักการสร้างเรื่องราวท่ีเรียกว่า

เทลสปิน (Tale-Spin) เป็นเคร่ืองจักรส�ำหรับสร้างเรื่อง

ราวจนเป็นที่อ้างอิงและกล่าวถึงกันต่อ ๆ มา (Meehan, 

1977) นอกจากนั้นมีฮานได้น�ำเสนอการพัฒนาโปรแกรม

เพ่ือสร้างเรื่องเล่าภาษาอังกฤษ ตามรูปแบบของคติสอน

ใจ (Moral) ที่ก�ำหนด อีกทั้งยังสามารถเพิ่มตัวละครใหม่

ได้ (Meehan,1976) งานวิจัยออนทานอนและซู น�ำเสนอ
ขั้นตอนวิธีที่เรียกว่า SAM--Story Analogies through 

Mapping ซึ่งช่วยให้คอมพิวเตอร์สามารถสร้างเรื่องเล่าท่ี

มีความซับซ้อนมากขึ้น (Ontanon & Zhu, 2011) ลีและ

คณะ สร้างเรื่องราวโดยอาศัยพลอตกราฟ (Meehan J. R., 

1977) บายและคณะ สร้างเรื่องราวโดยอาศัยไวยากรณ์เพื่อ

สร้างพลอตอัตโนมัติ (Bui, Abbbass & Bender, 2010) 

งานวิจัยสร้างประโยคโดยอาศัยออนโทโลยีเป็นกลไกส�ำคัญ

ในการสร้างประโยคที่มีความหมาย เป็นต้น นอกจากนั้นยัง

มีงานวิจัยที่น่าสนใจในปัจจุบันอีกเช่น ในซู อกิโมโต และ 

Riedl สามารถศึกษาเพ่ิมเติมจากบทความสตอรีเจนเนอ

เรชันของเบนและราฟเอล (Kybartas & Bidarra, 2010)

ประโยคภาษาไทย

	 ประโยค คือ หน่วยสมบรูณ์ทางไวยากรณ์  สามารถ

จ�ำแนกได้ตามสถานการณ์การใช้งานและจ�ำแนกตาม

โครงสร้างได้ 4 แบบ ได้แก่ ประโยคสามัญ ประโยคซับซ้อน 

ประโยคประสม และประโยคเชือ่ม (Dekpituksirikul, 2008) 

แต่หากพิจารณาโครงสร้างประโยคตามแนวทางการใช้งาน

ภาษาธรรมชาตทิีก่ล่าวไว้ในโครงสร้างและวากยสมัพนัธ์ของ

นามวลภีาษาไทยตามการจัดเรยีงของค�ำในภาษาโดยเฉพาะ

ภาษาไทยเป็นแบบ SVO โดยที่ S คือ ประธาน (subject) 

V คอื กรยิา (verb) และ O คอื กรรม (object) ซึง่ในงานวจิยั

เคร่ืองจกัรสร้างประโยคภาษาไทยส�ำหรบัคลังประโยคภาษา

ไทย (Daengcharoen, Charungchit & Khancome, 

2020) ได้ศึกษารูปแบบภาษาไทยเทียบกับภาษาอังกฤษ 

(Thongkaol, 2007) พบว่า มคีวามคล้องจองกนั 4 รปูแบบ
ได้แก่ 

	 1) S->NP VP

	 2) NP->N(Adj) (Class) (Det) 

	 3) VP-> V (NP) (PP) และ 

	 4) PP->Prep NP 

	 โดยท่ี S คอื ประโยค (Sentence) NP คือ นามวลี 

(Noun Phrase) VP คือ กริยาวลี (Verb Phrase) PP คือ 

บุพบทวลี (Preposition Phrase) N คือ ค�ำนาม V คือ ค�ำ

กริยา (Verb) ADJ คือ ค�ำคุณศัพท์ (Adjective) Det คือ 

ค�ำประกอบค�ำนามเพื่อก�ำหนดความหมายแบบเจาะจง 

(Determiner) Class คือ ลักษณะนาม (Classifier) และ 

Prep คือ ค�ำบุพบท (Preposition) 

	 งานวจิยัเครือ่งจกัรสร้างประโยคภาษาไทยส�ำหรับ

คลังประโยคภาษาไทย (Daengcharoen, Charungchit & 

Khancome, 2020) ซ่ึงเป็นเครื่องจักรส�ำหรับสร้างประโยค

ภาษาไทยเบือ้งต้น สามารถสร้างประโยคภาษาไทยจ�ำนวน 14 

รูป และงานวิจัยเครื่องจักรสร้างประโยคภาษาไทยตาม

วตัถุประสงค์ของการสือ่สาร (Khancome, Daengcharoen 

& Charungchit, 2022) สามารถสร้างรูปแบบประโยคเพ่ือ

ทดลอง 14 รูปแบบ แบ่งเป็น 2 กลุ่ม แสดงดังตาราง 1

	 คณะผูว้จิยัได้ศกึษาเพิม่เตมิจากงานวจิยัเรือ่ง ความ

ซบัซ้อนของนามวลแีปลงดัชนีบ่งช้ีความยากง่ายของตวับท: 

กรณศีกึษาหนงัสอืเรยีนวชิาภาษาไทย ระดบัช้ันประถมศกึษา

ปีท่ี 1-3 โดย ธารทอง แจ่มไพบูลย์ และวโิรจน์ อรณุมานะกลุ
(Jampaibool & Arunmanakul, 2016) ที่มีความละเอียด

ส�ำหรับสร้างรูปแบบภาษาไทยมากกว่างานวิจัยเดิมของ

คณะผูว้จิยั ผนวกกบัการออกแบบกบังานเดมิจงึท�ำให้ได้รปู

แบบของภาษาไทยท่ีน�ำมาใช้ในงานวจัิยนีเ้พิม่ข้ึนถึง 21 รปูแบบ

พร้อมส่วนการใช้งานโปรเจคชันครอสโปรดัก ดังตาราง 2 

(น�ำเสนอในหัวข้อพีชคณิตเชิงสัมพันธ์)

พีชคณิตเชิงสัมพันธ์

	 พีชคณิตฐานข้อมูล (database algebra) หรือ 

พีชคณิตเชิงสัมพันธ์หรือฐานข้อมูลเชิงสัมพันธ์ถูกเขียนขึ้น

เพื่อให้สามารถมองเห็นถึงความสัมพันธ์ที่เกิดขึ้นของข้อมลู

โดยใช้พชีคณติอธบิายความสมัพนัธ์ของตารางต่าง ๆ ในฐาน

ข้อมลูสามารถประยกุต์เข้ากบังานวจิยัทางด้านคอมพวิเตอร์

ได้อย่างหลากหลาย ตวัด�ำเนนิการพืน้ฐาน (basic operations) 

ของพีชคณิตเชิงสัมพันธ์มี 6 ประเภท ดังนี้
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	 1. ซีเล็กชัน (Select Operation--σ (ซิกมา)) ท�ำ

หน้าทีเ่ป็นตวัเลอืกแถวข้อมูลจากเงือ่นไขทีก่�ำหนด รปูแบบ คือ 

σ condition (Table)

	 2. โปรเจคชัน (Project Operation--π (พาย)) 

ท�ำหน้าที่เป็นตัวเลือกคอลัมน์ข้อมูลจากเง่ือนไขที่ก�ำหนด 

รูปแบบ π attribute1, attribute2,..,attrituben (Table)

	 3. ครอสโปรดกั (Cross–Product--x) หรอื คาร์ทเีซยีน

โปรดัก (Cartesian Product) ท�ำหน้าที่แสดงความสัมพันธ์

ด้วยการคณูคาทเีชยีน (Cartesian) ระหว่าง 2 รเีลชนั รปูแบบ 

คือ R x S 

	 4. เซตดิฟเฟอเรน (Set–Difference-- —) ท�ำ

หน้าที่หาความแตกต่างระหว่าง 2 รีเลชันเพื่อแสดงข้อมูล

ของแถวที่ต่างจากรีเลชันแรก รูปแบบ คือ R—S

	 5. ยูเนียน (Union--U) ท�ำหน้าที่น�ำข้อมูลจาก 

2 รีเลชันมารวมกัน และหากมีข้อมูลซ�้ำจะแสดงเพียงแถว

เดียว รูปแบบ คือ R U S

	 6. อินเตอร์เซกชัน (Intersection--∩) ท�ำหน้าท่ี

น�ำข้อมูลจาก 2 รีเลชันมารวมกัน และแสดงเฉพาะข้อมูล

ท่ีเหมือนกันจากท้ัง 2 รีเลชันเท่านั้น รูปแบบ คือ R ∩ S

	 ตวัอย่างงานวิจยัท่ีใช้ตวัด�ำเนนิการทางด้านพชีคณติ

ฐานข้อมูล เช่น ด�ำเนินการแรงค์เอสคิวแอล (RankSQL) 

(Grandi, 2017) โดยก�ำหนดการใช้พีชคณิตเชิงสัมพันธ์

เพื่อการแก้ปัญหา (Li, 2005) ส่วนวิจัยเกี่ยวกับการจัดการ

สายฐานข้อมูล (streaming database) โดยอาศัยความรู้

เก่ียวกับพีชคณิตเชิงสัมพันธ์ (Elmasri & Navathe, 2010) 

เป็นต้น

	 งานวิจัยนี้ใช้ตัวด�ำเนินการโปรเจคชันร่วมกับตัว

ด�ำเนินการคาทีเชียนโปรดักหรือครอสโปรดักมาก�ำหนด

เป็นกฎในการสร้างประโยค เพื่อควบคุมการเลือกตาราง

และค�ำเพื่อสร้างประโยคตามรูปแบบไวยากรณ์ คณะผู้วิจัย 

วิเคราะห์รูปแบบประโยคภาษาไทยผนวกกับรูปแบบงาน

วิจัยเดิม (Daengcharoen, Charungchit & Khancome, 

2020) และงานวิจัยเคร่ืองจักรสร้างประโยคภาษาไทยตาม

วตัถุประสงค์ของการสือ่สาร (Khancome, Daengcharoen 

& Charungchit, 2022) ได้นี้เพิ่มข้ึนถึง 21 รูปแบบ

ตาราง 1 

รูปแบบประโยคจากงานวิจัยที่ใช้เป็นต้นแบบงานวิจัยนี้

กลุ่มที่ 1 กลุ่มท่ี 2

(1) N + ADJ (1) NP1 + ADJ

(2) N + BE + ADV (2) NP1 + BE + ADV

(3) N + BE + NP1 (3) NP1 + BE + NP2

(4) N + V (4) NP1 + V

(5) N + V + PP (5) NP1 + V + PP

(6) N + V + NP1 (6) NP1 + V + NP2

(7) N + V + NP1 + NP2 (7) NP1 + V + NP2 + NP3
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ตาราง 2 

รูปแบบประโยคที่ใช้ในงานวิจัย

รูปแบบ โปรเจคชัน-ครอสโปรดัก รูปแบบประโยค

T
1

π(N(noun)ADJ(adj)) N x ADJ

T
2

π(N(noun)BE(be)ADV(adv)) N x BE x ADV

T
3

π (N(noun) BE(be)NP1(np1)) N x BE x NP1

T
4

π(N(noun)V(verb)) N x V

T
5

π(N(noun)V(verb)PP(pp)) N x V x PP

T
6

π(N(noun)V(verb)NP1(np1)) N x V x NP1

T
7

π(N(noun)V(verb)NP1(np1)NP2(np2)) N x V x NP1 x NP2

T
8

π(NP1(np1)ADJ(adj)) NP1 x ADJ

T
9

π(NP1(np1)BE(be)ADV(adv)) NP1 x BE x ADV

T
10

π(NP1(np1)BE(be)NP2(np2))  NP1 x BE x NP2

T
11

π(NP1(np1)V(verb)) NP1 x V

T
12

π(NP1(np1)V(verb)PP(pp)) NP1 x V x PP

T
13

π(NP1(np1)V(verb)NP2(np2)) NP1 x V x NP2

T
14

π(NP1(np1)V(verb)NP2(np2)NP3(np3)) NP1 x V x NP2 x NP3

T
15

π(V(verb)NP1(np1)) V x NP1

T
16

π(V(verb)NP1(np1)N(noun)) V x NP1 x N

T
17

π(NP1(np1)NP2(np2)V(verb)) NP1 x NP2 x V

T
18

π(V(verb)NP1(np1)NP2(np2)) VxNP1 x NP2

T
19

π(V(verb)NP1(np1)NP2(np2)NP3(np3)) VxNP1 x NP2 x NP3

T
20

π(NP1(np1)NP2(np2)V(verb)NP3(np3)) NP1 x NP2 x V x NP3

T
21

π(NP1(np1)NP2(np2)) NP1 x NP2

เครื่องจักรสร้างประโยคภาษาไทยที่เกี่ยวข้อง

	 งานวจิยัเครือ่งจกัรสร้างประโยคภาษาไทยส�ำหรบั

คลงัประโยคภาษาไทย Daengcharoen, Charungchit and 

Khancome (2020) ซึง่ถอืเป็นเครือ่งจักรซอฟต์แวร์ต้นแบบ

ส�ำหรับสร้างประโยคภาษาไทยเก็บไว้ในคลังประโยคภาษา

ไทยอาศัยกลไกโดยอาศัยฐานข้อมูลเชิงสัมพันธ์ ใช้ฟังก์ชัน

ทางพีชคณิตเชิงสัมพันธ์เป็นกฎควบคุมการสร้างประโยค

ตามรูปแบบไวยากรณ์ภาษาไทย แสดงสถาปัตยกรรมและ

การออกแบบขั้นตอนวิธี แสดงดังภาพ 1 

	 เครื่องจักรและขั้นตอนวิธีดังกล่าวนี้สามารถสร้าง
ประโยคได้เพียง 14 รูปแบบเท่านั้น และยังเป็นประโยค
ความเดียวท่ีเน้นเป็นประโยคบอกเล่า ยิ่งเมื่อพิจารณา
ประโยคแบบพึ่งบริบท พบว่า ประโยคแบบพึ่งบริบทที่
สามารถเข้าใจตามความหมายอยู่ท่ีประมาณร้อยละ 5-60 
ของประโยคทีไ่ด้จากการสุม่เท่านัน้ ซ่ึงเมือ่พจิารณาละเอยีด
ลงโดยจ�ำแนกประโยคท่ีเกิดจากรูปแบบของค�ำ 2 3 และ 
4 ค�ำ สามารถเข้าใจความหมายได้มากสุดร้อยละ 60 45 
และ 5 เครื่องจักรยังไม่ตอบสนองต่อประโยคท่ีแบ่งเจตนา
การสื่อสารหรือรูปแบบประโยคมากกว่า 14 รูปแบบได้ อีก
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ทั้งเมื่อน�ำไปพัฒนาเพื่อสร้างประโยคยังใช้เวลาสร้างมาก 
ไม่เป็นอิสระในการสร้างประโยคเดี่ยว ไม่รองรับการขยาย
รูปแบบประโยคอีกด้วย

	 ดงันัน้ในงานวจัิยเคร่ืองจักรสร้างประโยคภาษาไทย
ตามวตัถปุระสงค์ของการสือ่สาร Khancome, Daengcharoen 
and Charungchit (2022) จึงพยายามสร้างประโยคภาษา
ไทยให้ได้ตามวัตถุประสงค์ของการสื่อสาร โดยปรับปรุง
และแบ่งรูปแบบ 14 รูปแบบของประโยคออกเป็นตาม
หน้าท่ีของประโยคได้แก่ สร้างประโยคความรวมภาษาไทย
ที่มีเน้ือความคล้อยตามกัน เนื้อความขัดแย้งกัน เนื้อความ
เลือกเอาอย่างใดอย่างหนึ่ง และเนื้อความเป็นเหตุเป็นผล
กัน ขั้นตอนวิธีที่พัฒนาขึ้นเพื่อรองรับการสร้างประโยคตาม
วัตถุประสงค์เท่านั้น ยังมีข้อจ�ำกัดการสร้างประโยคที่มากก
ว่า 14 รูปแบบและการสร้างแต่ละรูปแบบไม่เป็นอิสระไม่
เหมาะส�ำหรับการขยายรูปแบบประโยค

วิธีด�ำเนินการวิจัย

กระบวนการด�ำเนินการวิจัย ด�ำเนินการตามล�ำดับ ดังนี้

	 วิเคราะห์รูปแบบประโยคจากงานวิจัยเดิมของ
คณะวิจัยที่ได้น�ำเสนอข้างต้น รวมกับการพัฒนารูปแบบ
ประโยคใหม่ให้ได้จ�ำนวน 21 รูปแบบ

	 น�ำค�ำศัพท์จากพจนานุกรม LEXiTRON มา
วิเคราะห์ค�ำชนิดต่าง ๆ  ว่าเป็นค�ำประเภทใดบ้าง สามารถ
ที่จะน�ำไปสร้างเป็นรีเลชันในระบบจัดการฐานข้อมูลเชิง
สัมพันธ์ได้อย่างไรบ้าง 

	 ออกแบบพจนานุกรมใหม่เรียกว่า Thai POS 
Dictionary เพ่ือให้เหมาะที่จะจัดเก็บรีเลชัน (ตาราง
ประเภทของค�ำ) ได้แก่ ค�ำนาม ค�ำสรรพนาม ค�ำกริยา ค�ำ
วิเศษณ์ ค�ำบุพบท ค�ำสันธาน ค�ำอุทาน พร้อมทั้งออกแบบ
ขั้นตอนวิธีส�ำหรับแปลงข้อมูลจากพจนานุกรม LEXiTRON 
ให้เป็น Thai POS Dictionary และเขียนโปรแกรมตามข้ัน
ตอนวิธีแปลงข้อมลูเก็บไว้ในพจนานกุรมเพือ่ใช้ทดลองต่อไป

	 ออกแบบเครือ่งจกัรและขัน้ตอนวธิเีพ่ือสร้างประโยค
ตามวัตถุประสงค์การวิจัย และเขียนโปรแกรมเพื่อทดลอง
	 ประเมินผล และเขียนรายงานวิจัย
	 ต่อไปน้ีจะน�ำเสนอเคร่ืองจักรสร้างพจนานุกรม 
Thai POS ขั้นตอนวิธีส�ำหรับสร้างเครื่องจักร และส่วนของ
เครื่องจักรสร้างประโยคพร้อมขั้นตอนวิธีประกอบ รวมถึง

น�ำเสนอนิยามต่าง ๆ  ท่ีใช้ประกอบการอธิบายข้ันตอนวิธีที่
สร้างข้ึนตามล�ำดับ

 

เครื่องจักรสร้างพจนานุกรม

	 แนวคิดการออกแบบเครื่องจักรส�ำหรับสร้าง
พจนานุกรม Thai POS แสดงดังภาพท่ี 2 ดังนี้ 

	 ขัน้ตอนวธิแีบ่งเป็นส่วนน�ำเข้า (input) ส่วนประมวล
ผล (processing) และส่วนน�ำผลออก (result output) 
ก่อนการน�ำเสนอขั้นตอนวิธีจ�ำเป็นต้องน�ำเสนอนิยามที่
เก่ียวข้อง ดังนี้

	 นยิามท่ี 1 ก�ำหนดให้ L คอื พจนานกุรม LEXiTRON 
ท่ีประกอบด้วยค�ำไทย w

1
, w

2
, w

3
, …, w

n
 เขียนแทนด้วย 

L={ w
1
, w

2
, w

3
, …, wn }

	 นิยามท่ี 2 ก�ำหนดให้ WT คือ ชนิดของค�ำตาม
ชนิดของค�ำ (Part of Speech) บรรจุชนิดของค�ำ wt

1
, 

wt
2
, wt

3
, …, wt

k 
เขียนแทนด้วย WT={wt

1
, wt

2
, wt

3
, …, 

wtk} 

	 นิยามท่ี 3 wb ใด ๆ  ใน L ของนิยามท่ี 1 สามารถ
ระบุได้ว่า ชนิดของค�ำได้ว่าเป็น t

x
 ใดใน WT เขียนแทนได้

ด้วย wb: wtx 

	 ตัวอย่างท่ี 1 หากก�ำหนดให้ L={นก, กิน, ปลา, ….} 
ก�ำหนด WT={ค�ำนาม (N), กรยิา (V), สรรพนาม(PRN), …} 

	 จากนยิามที ่1 และ 2 สามารถอธบิายและน�ำเสนอ
ให้เห็นภาพได้ดังตัวอย่างนี้ w

1
=นก, w2=กิน, w3=ปลา 

เขียนแทนสัญลักษณ์ตามนิยามที่ 3 ได้ นก:N, กิน:V, ปลา:N 
เป็นต้น

	 นิยามที่ 4 ก�ำหนดให้ TPOS คือ พจนานุกรม 
Thai POS Dictionary ท่ีจัดเก็บตาราง (ความสัมพันธ์) 
R

1
, R

2
, R

3
,…,R

j
 ท่ีแต่ละ R

i
 เก็บค�ำชนิด wt

i
 ดังนิยามที่ 2

	 จากนิยามที่ 4 สามารถกล่าวได้ว่า ตาราง ค�ำนาม 
(Noun) สรรพนาม (Pronoun) ค�ำกริยา (Verb) นามวลี 
(Noun Phrase) ค�ำบุพบท (Preposition) หรืออื่น ๆ ที่
เป็นไปตามนิยามท่ี 1 สามารถแทนด้วยความสัมพันธ์ตาม
นิยามท่ี 4 ได้ แสดงข้ันตอนวิธีส�ำหรับสร้าง TPOS ดังนี้
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Algorithm 1: Generate Thai POS Engine
Input: L= {w

1
, w

2
, w

3
, …, w

n
}, 

WT = {wt
1
, wt

2
, wt

3
, …, wt

k
}, Empty TPOS 

Output: TPOS = (R
1
, R

2
, R

3
,…,R

j
) 

	 Create Empty R
1
, R

2
, R

3
,…,R

j

	 For i =1 Ton Do
	    Get w

i
 form L

	    T
x
 = wt

k
 of wi 

	 Do case t
x
: 

	       1: Store w
i
 to R

1
 in TPOS

	       2: Store w
i
 to R

2
 in TPOS

	       3: Store w
i
 to R

3
 in TPOS, …,

	       j: Store w
i
 to R

j

	 End of Do case 
	 End of For
	 Return TPOS

  	 นิยามท่ี 5 ก�ำหนดให้ TP แทน เซตของรูปแบบ
ประโยคภาษาไทย (Thai Sentence Patterns)

	 นิยามท่ี 6 ก�ำหนดให้ T
1
, T

2
, T

3
,…,T

r
ϵTP โดยที่ 

แต่ละ T
q
 ประกอบด้วยล�ำดับของความสัมพันธ์ในนิยามท่ี 

2 ตั้งแต่หน่ึงความสัมพันธ์ขึ้นไป โดยท่ี 1≤q≤r
ตัวอย่างท่ี 2 ตามนิยามที่ 6 อธิบายได้ว่า รูปแบบประโยค 

T1-T21 ตามภาพ 1 เช่น T1=NxADJ หรือ T2=NPxBExNP 
ต่างถือว่าเป็นรูปแบบหนึ่งของ T_q  ใด ๆ 

	 นยิามที ่7 ก�ำหนด TSC คอื คลงัเกบ็ประโยคภาษา
ไทยที่ประกอบด้วยรีเลชันผลลัพธ์ของการสร้างประโยค
ภาษาไทยจากรูปแบบภาษาไทยตามนิยามท่ี 6 เขียนแทน
ด้วย TSC={tsp1, tsp2, tsp3, …, tspr} โดยท่ี tspq ใด ๆ 
สอดคล้องกับตรงกันกับรูปแบบประโยค  T_q 

	 ตัวอย่างท่ี 3 จากนิยามท่ี 6 และ 7 อธิบายได้
ว่า tspq คือ ผลของการน�ำรูปแบบ T_q ใด ๆ มาสร้าง
ประโยคภาษาไทย เช่น ถ้า T_q คือ NP BE ADV ผลลัพธ์
ท่ีเกิดจากการสร้างประโยคจากรูปแบบนี้ด้วยการน�ำตาราง 
NP BE และ ADV มาเพื่อสร้างประโยคตามแนวทางของ
เครื่องจักรท่ีพัฒนาขึ้นในงานวิจัยนี้ (ดังแสดงในล�ำดับถัด
ไป) คือ รีเลชัน tspq ท่ีบรรจุใน TSC

	 นิยามท่ี 8 ก�ำหนดให้ PT[1…f] คือ พื้นท่ีชั่วคราว
ที่ใช้เก็บชื่อรีเลชันที่ประกอบกันอยู่ในรูปแบบประโยค T_q 
ท่ีประกอบด้วยล�ำดับของ wt ใด ๆ ท่ีประกอบกันเป็นรูป
แบบประโยค

	 ตัวอย่างท่ี 4 ตามนิยามท่ี 8 ถ้า Tq=NPxBExADJ 
พื้นท่ีช่ัวคราวส�ำหรับเก็บรูปแบบดังกล่าวคือ PT [1] เก็บ 
NP PT [2] เก็บ BE และ PT [3] เก็บ ADJ เป็นต้น 

ภาพ 1 สถาปัตยกรรมและขั้นตอนวิธีของเคร่ืองต้นแบบ
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ภาพ 2 เคร่ืองจักรสร้าง Thai POS Dictionary

เครื่องจักรหลักและขั้นตอนวิธีสร้างประโยค
	 เบือ้งต้นจ�ำเป็นต้องก�ำหนดนยิามเพิม่เตมิจากส่วน

ของการสร้างพจนานุกรม TPOS ดังนี้
	 แนวคดิขัน้ตอนวธิหีลักของการออกแบบเคร่ืองจกัร 

แบ่งเป็นส่วนน�ำเข้า (input) เป็น TPOS และ รูปแบบ

ประโยค T
q
 ส่วนประมวลผล (processing) คือ เครื่องจักร

ซอฟต์แวร์หลัก ATSGE--Automatic Thai Sentence 

Generation Engine และส่วนน�ำผลออก (result output) 

คือ Thai Sentence Corpus ซึ่ง คือ tsp
q
 ในนิยามท่ี 7 

แสดงดังเครื่องจักรภาพ 3 ดังนี้

แสดงขัน้ตอนวิธทีีส่ร้างประโยคด้วยเครือ่งจกัร ATSGE ดงันี้

	 ตัวอย่างท่ี 5 จากแนวคิดของเครื่องจักรดังกล่าว 

แสดงการสร้างประโยคภาษาไทยได้ดังตัวอย่างต่อไปนี้ เมื่อ

	 ส่วนน�ำเข้า: R
1
=N, R

2
=BE, R

3
=ADV และรูปแบบ 

Tq=N BE ADV โดยสมมุติจ�ำนวนเรคคอร์ดของ N=100 

BE=10 ADV=100

	 ส่วนการประมวลผล: เลือกรูปแบบ N BE ADV 

และจึงไปเลือกตาราง N BE ADV จากนั้นท�ำการ Cross 

join ด้วย tspc= π((N(noun)BE(be))ADV(adb))--(NxBExADV) 

(100x10x100)

	 ส่วนน�ำผลออก: tspc ด้วยปรมิาณเรคอร์ดประโยค

ภาษาไทยจ�ำนวน 100,000 เรคอร์ด (ประโยค)

	 พจิารณาเกีย่วกบัความยดืหยุน่ของข้ันตอนวธิทีีน่�ำ

เสนอ (algorithm 2) และข้ันตอนวิธีในภาพ 1 พบว่า ขั้น

ตอนวธิใีหม่ทีพ่ฒันาขึน้มคีวามยดืหยุน่มากกว่าโดยสามารถ

ค�ำนวณและสร้างประโยคได้ทีละรูปแบบของประโยค Tc 

โดยไม่ผูกติดด้วยลูปการวนซ�้ำทุกรูปแบบจ�ำนวน 14 รูป

แบบ ดังที่น�ำเสนอไว้ในงานวิจัยก่อนหน้า ในขณะเดียวกัน

ขั้นตอนวิธีใหม่นี้ ยังสามารถด�ำเนินการกับประโยครูปแบบ

ใหม่ ๆ และเพิ่มรูปแบบประโยคเป็นจ�ำนวน 21 รูปแบบ

เครื่องมือที่ใช้ในการวิจัย

	 1. ข้อมูลค�ำจากพจนานุกรมอิเล็กทรอนิกส์ไทย-

อังกฤษ (LEXiTRON) (LEXiTRON Data, 2018)  

	 2. โครงสร้างจักรประโยคภาษาไทย

	 3. โปรแกรมบริหารจัดการฐานข้อมูล MySQL 

Version 5.2  

	 4. โปรแกรมภาษา PHP

	 5. คอมพิวเตอร์โน้ตบุ๊ก ASUS ซีพียู Core i3 1.8 

GHz แรม 4 กิกะไบต์ ฮาร์ดดิสก์ 1 เทราไบต์

สถิติท่ีใช้ในการวิเคราะห์ข้อมูล

	 สถิติท่ีใช้ในการวิจัย ได้แก่ ร้อยละ (%) ค่าเฉลี่ย 

( ) ส่วนเบ่ียงเบนมาตรฐาน (SD)	
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การทดลอง

	 1. น�ำเข้าข้อมูลจาก LEXiTRON จ�ำนวน 40,854 

เรคคอร์ด แสดงตัวอย่างดังภาพ 4

	 2. พัฒนาโปรแกรมด้วย PHP สร้างรีเลชันตามรูป

แบบ แต่ละ R_q เพ่ือสร้างเป็น TPOS ตามขั้นตอนวิธี 1  

	 3. พัฒนาโปรแกรมด้วย PHP ตามขั้นตอนวิธี 2 

โดยน�ำเข้ารูปแบบประโยค TP และ TPOS สร้างประโยค

ภาษาไทย

	 4. เขียนโปรแกรมด้วย PHP นับจ�ำนวนรวบรวม

จ�ำนวนเรคคอร์ดท่ีได้จากการสร้างประโยคท้ังหมด เพื่อ

วัดผลเชิงปริมาณ

	 5. เขียนโปรแกรมสุ่มประโยคอย่างอิสระจากผล

การสร้างประโยคตามรูปแบบประโยค 21 รูปแบบ จ�ำนวน 

12 ชุด ชุดละ 25 ประโยค (300 ประโยคต่อชุด) รวมทั้ง

สิ้น 6,300 ประโยค เพื่อวัดผลเชิงคุณภาพด้วยการพิจารณา

การอ่านว่าได้ความหมายถูกต้องหรือไม่

ภาพ 3 เคร่ืองจักรซอฟต์แวร์ ATSGE
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ภาพ 4 ข้อมูล LEXiTRON ที่ใช้ทดลอง

ผลการทดลอง

	 จากการด�ำเนนิการพฒันาโปรแกรมน�ำเข้า LEXiTRON 

เข้าสู่ระบบจัดการฐานข้อมูลมายเอสคิวแอล และเขียน

โปรแกรมตามขั้นตอนวิธี 1 ท�ำให้ได้ข้อมูลแต่ R
q
 ซ่ึงเป็น

ตารางและจ�ำนวนค�ำเพ่ือใช้ทดลอง แสดงตัวอย่างผลการ

ทดลองขั้นตอนน้ี ดังภาพ 5  

	 เมื่อได้แต่ละ R
q
 ดังภาพ 7 น�ำเข้ารีเลชันดังกล่าว

ให้โปรแกรมที่พัฒนาตามข้ันตอนวิธี 2 โดยเลือกรีเลชัน 

R
q 
ที่เกี่ยวข้องกับ TP ดังนี้ N=21,090 ค�ำ V=13,028 ค�ำ 

BE=4 ค�ำ ADJ=2,879 ค�ำ ADV=2,876 ค�ำ NP=10,545 

ค�ำ และ PP=221 ค�ำ

	 การน�ำเสนอผลการทดลองแบ่งเป็น 2 ส่วน คือ 

ผลการทดลองเชิงปริมาณและผลการทดลองเชิงคุณภาพ 

โดยตาราง 3 และ 4 แสดงผลการทดลองเชิงปริมาณ ส่วน

ตาราง 5 และ 6 แสดงผลการทดลองเชิงคุณภาพพิจารณา

จากประโยคที่อ่านได้ความหมายถูกต้อง

ผลการทดลองเชิงปริมาณ

	 ตาราง 3 แสดงรูปแบบค�ำประกอบประโยค 

ตัวอย่างประโยคที่ได้จากการท�ำงานของเครื่องจักร ทั้ง

ประโยคท่ีอ่านได้ความหมายถูกต้องและไม่สามารถเข้าใจ

ได้โดยแยกให้เห็นค�ำแต่ละชนิดที่น�ำมาประกอบกันเป็น

ประโยค ตาราง 4 แสดงผลเชิงปริมาณท่ีได้จากการครอส

โปรดักท้ังหมดจ�ำแนกตามรูปแบบและจ�ำนวนของค�ำและ

วลีท่ีน�ำมาประกอบกันตามรูปแบบ 21 รูปแบบ   

	 จากตาราง 4 อธบิายได้ว่า เครือ่งจกัรสร้างประโยค

แบบไม่พึ่งบริบทได้จ�ำนวนรวม 7.6392x1016 ประโยค 

โดยทีจ่�ำนวนของประโยคทีไ่ด้ขึน้ตรงกบัจ�ำนวนของเรคอร์ด

ท่ีมีในแต่ละรีเลชันและจ�ำนวนของค�ำในแต่ละรูปแบบ ซึ่ง

ผลการค�ำนวณที่ได้จะเป็นไปตามผลคูณคาร์ทีเชียนของ

รูปแบบครอสโปรดัก
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ภาพ 5 ผลการทดลองสร้างรีเลชันแต่ละ Rq (เลือกเอาเฉพาะท่ีเก่ียวข้อง—N, V, ADJ, BE, PP, ADV, )

ตาราง 3 
ตัวอย่างผลการทดลองของการสร้างประโยคจากการครอสโปรดักตามรูปแบบ T1-T21

รูปแบบ ตัวอย่างประโยคที่อ่านได้ความหมายถูกต้อง ตัวอย่างประโยคที่อ่านไม่ได้ความหมาย

T
1
 (N+ADJ) หัวรถจักร|มหัศจรรย์ ขนมเบ้ือง|สมรรถ

T
2
 (N+BE+ADV) นักอนุรักษ์นิยม|เสมือนว่า|ลงมา พระนม|เป็น|เท่าทุน

T
3
 (N+BE+NP1) การชะลอ|คือ|การงด คลังน�้ำมัน|เป็น|การยึดม่ัน

T
4
 (N+V) การเล่นพรรคเล่นพวก|โหวตเสียง ถังน�้ำ|แล่นแฉลบ

T
5
 (N+V+PP) ในกรณีท่ี|พูด|แทรกผู้อื่น เขียง|ออม|หาบพิตร

T
6
 (N+V+NP1) เจ้าเบ้ีย|เปิดโปง|ผู้พิทักษ์สันติราษฎร์ ภาษีรถยนต์|รดน�้ำ|ต้นไม้|ความอยากรู้

T
7
 (N+V+NP1+NP2) หนังสือส�ำคัญ|ยอมให้|การโปรย|นักโปรแกรม กอล์ฟ|บาดเจ็บ|ความโอบอ้อมอารี|ผู้มีส่วน

T
8
 (NP1+ADJ) การพ่วง|วิจิตรบรรจง ความช้ืน|บี้แบน

T
9
 (NP1+BE+ADV) การท�ำลายล้าง|คือ|ซ�้ำไปซ�้ำมา นักการศึกษา|คือ|เกินควร

T
10

 (NP1+BE+NP2) ความลึกลับ|คือ|การสมมติ ห้องรับแขก|อยู่|การส่ัน
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ตาราง 3 (ต่อ)

รูปแบบ ตัวอย่างประโยคท่ีอ่านได้ความหมายถูกต้อง ตัวอย่างประโยคที่อ่านไม่ได้ความหมาย

T
11

 (NP1+V) พนักงานเก็บเงิน|เบ้ียน้อยหอยน้อย การบนบานศาลกล่าว|จ่อคอหอย

T
12

 (NP1+V+PP) การฝึกฝน|จับ|ไก่ สถานที่ประกอบการ|หมด|เขต

T
13

 (NP1+V+NP2) งานเฉลิมฉลอง|จู่โจม|เจ้าพนักงานราชทัณฑ์ ใบก�ำกับภาษี|ออกงิ้ว|ผู้พิมพ์จ�ำหน่าย

T
14

 (NP1+V+NP2+NP3) ผูส่้งสาส์น|แทง|ข้างหลงั|การซือ้ขายปัญญาประดษิฐ์ ค�ำพิพากษา|ถึงที่สุดอ่า|ส่ิงละเล็กละน้อย|
ลูกดอก

T
15

 (V+NP1) มุ่งเน้น|การศึกษานอกระบบ กระโดกกระเดก|ทวารประดับ

T
16

 (V+NP+ N) มหศัจรรย์ใจ|การอบรม|การอบรมทหารประจ�ำการ อาสา|การแผ่รังสี|การแผ่รังสี

T
17

 (NP1+NP2+V) ตัวประกอบ|การค้า|เจาะตลาด การอาบน�้ำ|ระดับปานกลาง|คุ้มกะลาหัว

T
18

 (V+NP1+NP2) เปรี้ยวจ๊ีด|ผู้กุมอ�ำนาจ|หน่วยงาน เข้ามา|ก่ิงก้าน|สาขาสาระประโยชน์

T
19

 (V+NP1+NP2+NP3) เข้า|สงัคม|การเข้าสู|่การเซน็สญัญา|ข้าราชการประจ�ำ ตกฟากอ�ำนาจค�ำขอบคุณความเค็ม

T
20

 (NP1+NP2+V+NP3) ข้อใหญ่|ใจความ|การเกษตร|เตบิใหญ่|ปัญญาประดษิฐ์ ค�ำชวน|การเพ้อ|ข่ม|นามหลัก

T
21

 (NP1+NP2) เงนิวางประกนั|การไฟฟ้าฝ่ายผลติแห่งประเทศไทย รถพยาบาล|ผู้ก�ำกับการแสดง

ตาราง 4 

ปริมาณประโยคที่ได้จากการครอสโปรดักจ�ำแนกตามรูปแบบ T1-T21 และจ�ำนวนค�ำในแต่ละรีเลชัน

รูปแบบ จ�ำนวนค�ำ ประโยคท่ีได้

T
1
  21,090 2,879 - - 6.0718x107

T
2
  21,090 4 2,876 - 2.4262x108

T
3
  21,090 4 10,545 - 8.8958x108

T
4
  21,090 13,028 - - 2.7476x108

T
5
  21,090 13,028 221 - 6.0722x1010

T
6
  21,090 13,028 10,545 - 2.8973x1012

T
7
    21,090 13,028 10,545 10,545 3.0553x1016

T
8
  10,545 2,879 - - 3.0359x107

T
9
  10,545 4 2,876 - 1.2131x108

T
10
  10,545 4 10,545 - 4.4479x108

T
11
  10,545 13,028 - - 1.3738x108

T
12
  10,545 13,028 221 - 3.0361x1010

T
13 

 10,545 13,028 10,545 - 1.4487x1012

T
14
   10,545 13,028 10,545 10,545 1.5276x1016

T
15
  13,028 10,545 - - 1.3738x108

T
16
  13,028 10,545 21,090 - 2.8973x1012



วารสารวิชาการมหาวิทยาลัยอีสเทิร์นเอเชีย
ฉบับวิทยาศาสตร์และเทคโนโลยีปีที่ 18 ฉบับที่ 1 ประจ�ำเดือน มกราคม-เมษายน 2567 189

ตาราง 4 (ต่อ)

รูปแบบ จ�ำนวนค�ำ ประโยคท่ีได้

T
17
  10,545 10,545 13,028 - 1.4487x1012

T
18
  13,028 10,545 10,545 - 1.4487x1012

T
19
   13,028 10,545 10,545 10,545 1.5276x1016

T
20
   10,545 10,545 13,028 10545 1.5276x1016

T
21
  10,545 10,545 - - 1.1120x108

รวม 7.6392x1016

ผลการทดลองเชิงคุณภาพ

	 ตาราง 5 เป็นผลเชิงคุณภาพที่น�ำข้อมูลท่ีได้จาก

การครอสโปรดักมาวิเคราะห์เพื่อหาจ�ำนวนของประโยคที่

สามารถอ่านได้ความหมายถูกต้อง จ�ำแนกเป็นร้อยละ ค่า

เฉล่ียและส่วนเบ่ียงเบนมาตรฐาน ส่วนตาราง 6 แสดงการ

เปรียบเทียบจ�ำนวนร้อยละเฉลี่ยของการพิจารณาประโยค

ที่อ่านได้ความหมายถูกต้องเมื่อพิจารณาตามประโยคที่

ประกอบด้วยค�ำ 2 3 และ 4 ค�ำ

	 ทั้งสองตารางน�ำเสนอ ดังน้ี ผลการทดลองเป็น

ผลการทดลองสุ ่มประโยคอย่างอิสระโดยใช้โปรแกรม

คอมพิวเตอร์ ด้วยการเขียนโปรแกรมเพื่อสุ่มประโยคใน

ตาราง 1 แต่ละรูปแบบ (21 รูปแบบ) จ�ำนวน 12 ชุด ชุด

ละ 25 ประโยค (300 ประโยคต่อชุด) รวมทั้งสิ้น 6,300 

ประโยค จากนั้นวิเคราะห์ผลลัพธ์ของแต่ละรูปแบบด้วย

คณะผู้วิจัย ที่น�ำออกมาวิเคราะห์ทีละประโยค ด้วยการ

ให้ความเห็นของคณะผู้วิจัยตัดสินว่าประโยคท่ีสร้างข้ึน 

สามารถอ่านได้ความหมายถูกต้องหรือไม่ ทั้งนี้มิได้ก�ำหนด

บริบทตายตัวส�ำหรับจัดประเภทเพียงแต่ตัดสินว่าสามารถ

อ่านได้ใจความหรือไม่เท่านั้น 

	 ผลการวิเคราะห์โดยรวม (macro analysis) 

พบว่า สามารถอ่านได้ความหมายถูกต้องจ�ำนวน 2,312 

ประโยค คิดเป็นร้อยละ 36.67 ผลการวิเคราะห์ดังกล่าว

แสดงดังตาราง 5

	 พจิารณาจากตาราง 5 อธบิายได้ว่า ผลเชงิคณุภาพ

ท่ีสามารถอ่านได้ความหมายถูกต้อง โดยเฉลีย่ท้ัง 21 รปูแบบ 

รปูแบบละ 300 ประโยค จ�ำนวนท่ีอ่านความหมายได้ถกูต้อง

ได้เฉล่ีย 110.10 ประโยค คิดเป็นร้อยละ 36.70 โดยมีค่า

น้อยสุดอยู่ท่ีร้อยละ 13.33 คือ รูปแบบประโยคท่ี 14 ค่า

มากท่ีสุดได้ถึงร้อยละ 64 คือ รูปแบบประโยคท่ี 1 และมี

ค่าจ�ำนวนประโยคเฉลี่ยจาก 25 ประโยคในแต่ละชุดข้อมูล 

คือ 9.17 ประโยค 

	 วิเคราะห์ในส่วนรายละเอียด (micro analysis) 

น�ำผลการทดลองในตาราง 5 มาวิเคราะห์เพิ่มเติม โดย

เปรียบเทียบความยาวของประโยคท่ีประกอบด้วย 2 ค�ำ 3 

ค�ำ และ 4 ค�ำ โดยประโยค 2 ค�ำ คือ รูปแบบท่ี 1 4 8 11 

15 และ 21 ประโยคแบบ 3 ค�ำ คือ รูปแบบที่ 2 3 5 6 9 

10 12 13 16 17 และ 18 ประโยคแบบ 4 ค�ำ คือ รูปแบบ

ท่ี 7 14 19=20 ผลการทดลองท่ีได้พบว่า เมื่อประโยคที่

ประกอบด้วยค�ำ 2 ค�ำ สามารถอ่านได้ความหมายถูกต้อง

มีร้อยละเฉลี่ยระหว่าง 44.00-64.00 คิดเฉลี่ยเป็นร้อยละ 

53.05 ขณะท่ีประโยคท่ีประกอบด้วยค�ำ 3 ค�ำ ได้ร้อยละ

เฉลี่ยระหว่าง 22.33-57.67  คิดเป็นค่าเฉลี่ยร้อยละ 34.57 

และประโยคท่ีประกอบด้วยค�ำ 4 ค�ำ พบว่า ได้ประโยคที่

มีความหมาย ร้อยละเฉลี่ยระหว่าง 13.33-21.00 คิดเป็น

ค่าเฉล่ียร้อยละ 18.00 แสดงร้อยละเฉลี่ยดังตาราง 6
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ตาราง 5 

ผลรวม ร้อยละ และส่วนเบี่ยงเบนมาตรฐานของประโยคแบบ T
1
-T

21
 ท่ีสามารถอ่านความหมายได้ถูกต้อง

รูปแบบประโยค ผลรวม ร้อยละ    SD

T
1

192.00 64.00 16.00 3.07

T
2

116.00 38.67 9.67 3.26

T
3

104.00 34.67 8.67 2.90

T
4

168.00 56.00 14.00 3.64

T
5

173.00 57.67 14.42 5.47

T
6

109.00 36.33 9.08 2.27

T
7

63.00 21.00 5.25 2.26

T
8

166.00 55.33 13.83 4.02

T
9

101.00 33.67 8.42 4.64

T
10

98.00 32.67 8.17 4.99

T
11

132.00 44.00 11.00 4.00

T
12

146.00 48.67 12.17 4.15

T
13

76.00 25.33 6.33 2.77

T
14

40.00 13.33 3.33 2.39

T
15

138.00 46.00 11.50 3.78

T
16

67.00 22.33 5.58 2.61

T
17

76.00 25.33 6.33 1.92

T
18

75.00 25.00 6.25 2.30

T
19

51.00 17.00 4.25 3.28

T
20

62.00 20.67 5.17 3.97

T
21

159.00 53.00 13.25 2.70

เฉลี่ย 110.10 36.70 9.17 3.35

ตาราง 6 

ผลร้อยละเฉลี่ยเมื่อพิจารณาความยาวของค�ำ

ความยาวค�ำ ผลรวมเฉลี่ย   ร้อยละ  SD

2    159.17 13.26 53.05 3.54

3    103.73 8.64 34.57 3.39

4    54.00 4.50 18.00 2.98
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อภิปรายผล

	 จากผลการทดลองเชิงปริมาณที่ได้จากการน�ำค�ำ

เข้าเครื่องจักรโดยประมาณ 3x104 ค�ำ ท�ำให้ได้ประโยคท่ี

สามารถอ่านได้ความหมายถกูต้องอยูท่ีร้่อยละเฉลีย่ 13.33-64 

หรือ 1.0183x1016-4.8891x1016 ประโยค ค่าเฉลี่ยโดย

รวมร้อยละ 36.70 คิดเป็นประโยคที่ได้ 2.8036x1016 

ประโยค ซ่ึงเป็นปริมาณประโยคจ�ำนวนมาก ดังนั้นหากมี

การค�ำเข้าสู ่เครื่องจักรที่สร้างขึ้นมากกว่าการทดลอง

ในงานวจิยันี้จะท�ำให้ได้ปริมาณของประโยคที่มากยิ่งข้ึน 

อย่างไรก็ตาม ยิ่งมีจ�ำนวนค�ำมากข้ึนจ�ำเป็นต้องอาศัยขีด

ความสามารถของเครื่องคอมพิวเตอร์มากยิ่งข้ึน รวมถึง

จ�ำเป็นต้องพิจารณาขีดความสามารถของระบบจัดการฐาน

ข้อมูลที่สูงขึ้นอีกด้วย ฉะนั้น จ�ำเป็นส�ำหรับผู้ที่จะใช้งานขั้น

ตอนวิธีและเครื่องจักรที่สร้างขึ้นจากงานวิจัยนี้ จ�ำเป็นต้อง

ปรับให้เหมาะกับข้อมูลน�ำเข้าของตนให้เหมาะสม

	 จากผลการทดลองเชิงคุณภาพ หากพิจารณาโดย

จ�ำแนกประโยคที่เกิดจากรูปแบบของประโยคที่ประกอบ

ด้วยค�ำ 2 ค�ำ ได้ 7.5180x108 ประโยค สามารถเข้าใจ

ความหมายถูกต้องได้ร้อยละ 53.05 คิดเป็น 3.9883x108 

ประโยค ประโยคทีป่ระกอบด้วยค�ำ 3 ค�ำ ได้ 1.0234x1013 

ประโยค สามารถเข้าใจความหมายได้เฉลี่ยร้อยละ 34.57 

คิดเป็น 3.5377x1012 ประโยค พจิารณาประโยคทีป่ระกอบ

ด้วยค�ำ 4 ค�ำ ได้ประโยคจ�ำนวน 7.6381x1016 ประโยค 

สามารถเข้าใจความหมายได้เฉลี่ยร้อยละ 18.00 คิดเป็น 

1.3749x1016 ประโยค ในกรณีน้ี เมื่อพิจารณาเปรียบ

เทียบค่าเฉลี่ยร้อยละของประโยคที่มีความยาวและสั้น จะ

พบว่าประโยคสั้น (ประโยคที่ประกอบด้วยค�ำน้อย) จะมี

ค่าเฉลี่ยมากกว่าประโยคที่มีความยาว(ประโยคท่ีประกอบ

ด้วยค�ำมาก) แต่หากพิจารณาให้ละเอียดลงไปในปริมาณ

ที่ได้ของประโยค พบว่า แม้ว่าค่าเฉลี่ยร้อยละจะน้อยกว่า 

แต่ความจริงแล้วจ�ำนวนประโยคมีมากขึ้นซ่ึงสวนทางกัน 

เน่ืองจากเป็นการใช้วิธีครอสโปรดักที่ได้ปริมาณประโยค

เป็นแบบผลคูณคาร์ทีเชียนนั่นเอง ยกตัวอย่างจากผลการ

ทดลองน้ี เม่ือเปรียบเทียบประโยคที่ประกอบด้วยค�ำ 2, 3 

และ 4 ค�ำ ค่าเฉลี่ยร้อยละ 53.05 34.57 และ 18.00 แต่

ปริมาณประโยคอยู่ที่ 3.9883x108 1.0234x1013 และ 

1.3749x1016 เป็นต้น

	 เครือ่งจกัรทีส่ร้างขึน้สามารถท�ำได้ดหีากยดึปรมิาณ

ของประโยคเป็นหลัก แต่หากพิจารณาคุณภาพเป็นหลัก

โดยเฉพาะความยาวขนาด 2 ค�ำ และ 3 ค�ำ จะมค่ีาร้อยละ

การอ่านได้ความหมายถูกต้องสูง หากจ�ำนวนค�ำมากใน

ประโยคท�ำให้ค่าเฉลี่ยของการอ่านได้ของประโยคจากการ

คิดจากประโยคท้ังหมดจะได้น้อยลงตามล�ำดับ ข้อด้อยของ

เครื่องจักรนี้ คือ เป็นการสร้างประโยคเป็นพื้นฐาน ยังไม่ได้

มกีารก�ำหนดบรบิทการสร้าง หรอืคิดกระบวนการทีซ่บัซ้อน

ท่ีท�ำให้ได้ประโยคตามวัตถุประสงค์ของการใช้งาน วิธีการ

นี้จ�ำเป็นจะต้องหากระบวนการที่สามารถกรองหรือสร้าง

เงื่อนไขเพิ่มเติมในการสร้างประโยคซ่ึงอาจท�ำให้ค่าเฉลี่ย

ของการอ่านได้สูงข้ันก็เป็นได้ หรือหากต้องการให้ได้ตาม

วัตถุประสงค์ ควรน�ำงานวิจัย สร้างประโยคภาษาไทยตาม

วตัถุประสงค์ของการสือ่สาร (Khancome, Daengcharoen 

& Charungchit, 2022) มาผนวกหรือประยุกต์คาดว่าจะ

ท�ำให้ได้ประโยคท่ีมีประสิทธิภาพมากยิ่งข้ึน

สรุปผลการวิจัย

	 งานวิจัยนี้พัฒนาเครื่องจักรซอฟต์แวร์ส�ำหรับ

สร้างประโยคภาษาไทยเก็บไว้ในคลังประโยคภาษาไทย

เพื่อสนับสนุนการสร้างเรื่องราวในสตอรีเจนเนอเรชัน 

ออกแบบโดยอาศัยตัวด�ำเนินการครอสโปรดักในฐาน

ข้อมูลเชิงสัมพันธ์และใช้พีชคณิตเชิงสัมพันธ์เป็นกฎการ

สร้างประโยค ตามรูปแบบไวยากรณ์ ทดลองจากค�ำใน

พจนานุกรมไทย-อังกฤษ LEXiTRON ของศูนย์เทคโนโลยี

อิเล็กทรอนิกส์และคอมพิวเตอร์แห่งชาติ สามารถสร้าง

ประโยคท่ีสามารถอ่านได้ความหมายถูกต้องตามรูปแบบ

ประโยคไวยากรณ์ภาษาไทย 21 รูปแบบ ได้จ�ำนวนเรคอร์ด

หรอืประโยคแบบผลคณูคาร์ทเีชยีน ซึง่ขึน้กบัจ�ำนวนรเีลชนั 

จ�ำนวนเรคอร์ด จ�ำนวนค�ำในแต่ละรีเลชัน และจ�ำนวนรูป

แบบท่ีน�ำเข้าเครื่องจักร โดยการวิจัยนี้ได้ปริมาณประโยค

รวม 7.6392x1016 ประโยค ได้ประโยคแบบพึง่บรบิทตัง้แต่

ร้อยละ 13.33–64 เครื่องจักรสร้างประโยคที่สามารถอ่าน

ได้ความหมายถูกต้องท่ีค่าเฉลี่ยร้อยละ 53.05 34.57 และ 

18.00 เม่ือพิจารณาประโยคท่ีประกอบด้วยค�ำ 2 ค�ำ 3 ค�ำ 

และ 4 ค�ำ ตามล�ำดบั ท้ังนีห้ากจดัเตรยีมค�ำชนดิต่าง ๆ ด้วย

เงื่อนไขและรูปแบบไวยากรณ์ท่ีหลากหลายมากข้ึน และ
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ค�ำน�ำเข้าที่เกี่ยวข้องกับบริบทที่ต้องการมากขึ้น คาดว่าน่า

จะได้ประโยคที่สามารถอ่านความหมายได้ถูกต้องมากข้ึน

ตามไปด้วย 

ข้อเสนอแนะ
	 แนวคิดจากงานวิจัยนี้ท�ำให้เกิดการสร้างประโยค

ภาษาไทยได้เป็นจ�ำนวนมาก เหมาะส�ำหรบัน�ำไปต่อยอดเพื่อ

สกัดเอาประโยคท่ีดี สามารถน�ำเข้าสู่การเรียนรู้เครื่องจักร 

(machine learning) หรอืการเรยีนรูเ้ชงิลกึ (deep leaning) 

เพื่อใช้เรียนรู้ รวมถึงการน�ำเข้าเพื่อสอนและทดสอบ (train 

and test) ในตัวแบบภาษาธรรมชาติ (natural language 

model) ได้ และสามารถน�ำไปต่อยอดสู่การพัฒนาเป็นตัว

แบบสร้างประโยคภาษาไทยหรอืปรบัใช้สูภ่าษาองักฤษและ

ภาษาอื่น ๆ ได้ 

	 การวิจัยในล�ำดับต่อไปควรจะมีรูปแบบและตัว

แบบในการสกัดเอาประโยคแบบพึ่งบริบทได้ หรือก�ำหนด

รปูแบบการสร้างประโยคตามแนวทางมาร์คอฟเชน (markov 

chain) โดยการก�ำหนดค่าความน่าจะเป็นร่วมกับการ

ครอสโปรดักเพื่อสร้างประโยค ซึ่งน่าจะได้ความแม่นย�ำใน

เชิงความหมายได้ถูกต้องมากยิ่งข้ึน 
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