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บทคัดย่อ  

การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อศึกษาและเปรียบเทียบเทคนิคการพัฒนาแบบจ�ำลองการพยากรณ์ภาวะการมีงานท�ำ

ของบัณฑิตด้วยเทคนิคการจ�ำแนกข้อมูลด้วยกฎร่วมกับวิธีการสุ่มเพิ่มตัวอย่างกลุ่มน้อยบนชุดข้อมูลที่ไม่สมดุล ผลจาก

การวิเคราะห์ข้อมูลพบว่า ข้อมูลมีความไม่สมดุลของกลุ่มข้อมูล โดยมีจ�ำนวนกลุ่มหนึ่งมากกว่าอีกกลุ่มหนึ่งเป็นจ�ำนวน

มาก ผู้วิจัยจึงได้ท�ำการแก้ปัญหาโดยปรับความสมดุลของข้อมูลด้วยวิธีเทคนิคการสุ่มเพิ่มตัวอย่างกลุ่มน้อย (Synthetic 

Minority Over-sampling Technique--SMOTE) แล้วพัฒนาตัวแบบด้วยเทคนิคการจ�ำแนกข้อมูลด้วยกฎ ได้แก่ 

RIPPER PART และ PRISM โดยใช้ 5-fold cross validation ในการแบ่งข้อมูลออกเป็นชุดข้อมูลสอนและชุดข้อมูล

ทดสอบ และได้ใช้ค่าความถูกต้อง (accuracy) ค่าความแม่นย�ำ (precision) ค่าความระลึก (recall) และค่าความเหวี่ยง 

(F-measure) ในการวัดประสิทธิภาพการพยากรณ์ของตัวแบบ ผลการทดลองประสิทธิภาพในการพยากรณ์ของตัวแบบ 

พบว่า ตัวแบบท่ีได้จากอัลกอริทึม PRISM ร่วมกับการปรับสมดุลข้อมูลด้วยวิธี SMOTE มีประสิทธิภาพสูงท่ีสุด โดยมีค่า

ความถูกต้อง เท่ากับร้อยละ 85.69 ค่าความแม่นย�ำเท่ากับร้อยละ 85.60 ค่าความระลึกเท่ากับร้อยละ 85.70 และค่า

ความเหวี่ยงเท่ากับร้อยละ 85.60 ตามล�ำดับ

 

ค�ำส�ำคัญ: ภาวะการมีงานท�ำของบัณฑิต การจ�ำแนกข้อมูลด้วยกฎ การสุ่มเพิ่มตัวอย่างกลุ่มน้อย

การพยากรณ์ภาวะการมงีานท�ำของบณัฑติด้วยเทคนคิการจ�ำแนกข้อมลูด้วยกฎร่วมกบั
วธิกีารสุม่เพิม่ตัวอย่างกลุม่น้อยบนชดุข้อมลูทีไ่ม่สมดลุ
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Abstract 

This research aims to develop graduates’ employability prediction models through rule-based 

classification techniques with SMOTE in imbalanced data sets. After analyzing the data, a 

class imbalance problem was found. In order to improve the quality of the data, SMOTE was used 

to increase the minority class. Then rules-based classification techniques (RIPPER, PART, and PRISM) 

were used to build the prediction models. Moreover, 5-fold cross-validation was utilized to split the 

data into the training and test sets. This research has measured performance models with accuracy, 

precision, recall, and f-measure. The experimental results demonstrated that the PRISM algorithm 

combined with SMOTE had the highest efficiency, with an accuracy of 85.69%, precision of 85.60%, 

recall of 85.70%, and f-measure of 85.60%, respectively.

Keywords: graduates employability, rule-based classification, SMOTE

บทน�ำ 

	 กระแสความเปลี่ยนแปลงของสภาพสังคมและ

เศรษฐกิจในปัจจุบัน ส่งผลให้ประชากรทุกวัยต้องปรับตัว

เพื่อความอยู่รอด ต้องเผชิญกับภาวะการแข่งขันในหลาย ๆ  

ด้าน เช่น การเข้าท�ำงานในหน่วยงานหรือองค์กรต่าง ๆ  ซึ่ง

ความต้องการของนายจ้างในตลาดแรงงานล้วนต้องการ

ทรัพยากรมนุษย์ที่มีคุณภาพ คือ มีความพร้อมทั้งความรู้

ความสามารถ ทักษะความชํานาญในงาน ความสามารถ

ในการท�ำงานร่วมกับผู้อื่น มีความรับผิดชอบ สามารถช่วย

พัฒนาองค์กรให้มีการดําเนินงานอย่างมีประสิทธิภาพ

	 สถาบันการศึกษามีหน้าในการผลิตบัณฑิตที่มี

คุณภาพเป็นที่ต้องการของตลาดแรงงาน ได้เปิดการเรียน

การสอนหลักสูตรต่าง ๆ โดยมีจุดมุ่งหมายเพื่อที่จะผลิต

บณัฑติทีส่ามารถท�ำงานตามหน้าทีใ่นสายการเรยีนด้านต่าง ๆ  

ซ่ึงแต่ละปีการศึกษา จะมีบัณฑิตผู้ส�ำเร็จการศึกษาเพื่อเข้า

สู่ตลาดแรงงานในสาขาวิชาชีพตามกลุ่มอาชีพต่าง ๆ และ

ตามประเภทงานทีบ่ณัฑติสนใจ สถาบันการศึกษาจึงมกีารจดั

เก็บข้อมูลภาวะการมีงานท�ำของบัณฑิต ว่าสามารถหางาน

ได้หรือไม่ ได้ท�ำงานที่ตรงกับสาขาที่ศึกษาหรือไม่ ต�ำแหน่ง

งานและรายได้เหมาะสมกับวุฒิการศึกษาหรือไม่ อย่างไร 

เพือ่นาํข้อมลูทีไ่ด้มาเป็นแนวทางในการพฒันาหลกัสตูรการ

เรียนการสอนเพือ่ผลติบณัฑติทีมคีณุภาพ มศีกัยภาพในการ

แข่งขันเข้าท�ำงาน และสามารถท�ำงานเพื่อตอบสนองความ

ต้องการของตลาดแรงงานในปัจจุบันและในอนาคตต่อไป

	 สถาบันอุดมศึกษามีข้อมูลที่ถูกจัดเก็บอยู่เป็น

จ�ำนวนมากข้อมูลต่าง ๆ  เพิ่มมากขึ้นตามการเติบโตควบคู่

กับความทันสมัยของเทคโนโลยีท�ำให้สามารถเก็บจนเป็น

ฐานข้อมูลขนาดใหญ่และมีข้อมูลสารสนเทศท่ีมีองค์ความรู้

ส�ำคัญซ่อนอยู่ การท�ำเหมืองข้อมูลจะเป็นกระบวนการ

ค้นหาความสัมพันธ์ รูปแบบ หรือกฎเกณฑ์ โดยน�ำข้อมูล

ปริมาณมากจากแหล่งจัดเก็บข้อมูลขนาดใหญ่ที่เก็บไว้น�ำ

มาเข้าสูก่ระบวนการวธิทีางคณติศาสตร์ และสถติิมาช่วยใน

การวิเคราะห์ข้อมูลและจัดการข้อมูล การท�ำเหมืองข้อมูล

นั้นมีเทคนิคท่ีสามารถประยุกต์ใช้ได้มากมาย โดยได้มีงาน

วิจัยด้านการศึกษาจากข้อมูลท่ีมีอยู่ในสถาบันอุดมศึกษา

เป็นจ�ำนวนมาก และการท�ำเหมืองข้อมูลเป็นเครื่องมือช่วย

ให้ทราบสถานการณ์รูปแบบต่าง ๆ  ช่วยเพิ่มโอกาสเลือกที่

ส่งเสริมให้ทราบปัจจัยส�ำคัญเพื่อวางแผนกลไกรองรับการ

พฒันาและช้ีแจงแนวทาง ตลอดจนสร้างกระบวนการเรยีนรู้

ระหว่างความสัมพันธ์ต่าง ๆ อย่างมีเป้าหมาย

	 จากความส�ำคัญของปัญหา ผู้วิจัยจึงมีแนวคิดใน

การใช้ประโยชน์จากข้อมูลที่มีมาสกัดเข้ากระบวนการท�ำ

เหมืองข้อมูลให้ได้มาซึ่งข้อมูลที่มีประสิทธิภาพมากที่สุด

โดยน�ำเทคนิคการท�ำเหมืองข้อมูลมาประยุกต์ใช้ในการ
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พัฒนาแบบจ�ำลองกฎการการพยากรณ์ภาวะการมีงานท�ำ

ของบัณฑิตด้วยเทคนิคเหมืองข้อมูล เพื่อให้สถานศึกษาได้

น�ำไปประยุกต์ในการคาดการณ์ปัจจัยที่มีผลต่อภาวะการมี

งานท�ำและช่วงเวลาในการได้งานท�ำของบัณฑิตได้อย่าง

แม่นย�ำและมีประสิทธิภาพ

วัตถุประสงค์การวิจัย 

	 เพื่อศึกษาและเปรียบเทียบเทคนิคการพัฒนา

แบบจ�ำลองการพยากรณ์ภาวะการมีงานท�ำของบัณฑิต

ด้วยเทคนิคการจ�ำแนกข้อมูลด้วยกฎร่วมกับวิธีการสุ่มเพิ่ม

ตัวอย่างกลุ่มน้อยบนชุดข้อมูลที่ไม่สมดุล

แนวคิดทฤษฎีที่เกี่ยวข้อง 

1) ภาวะการมีงานท�ำของบัณฑิต

	 ภาวะการมงีานท�ำของบณัฑติ จากส�ำนกังานคณะ

กรรมการการอุดมศึกษา ได้กล่าวถึงบัณฑิตปริญญาตรีที่

ได้งานท�ำหรือประกอบอาชีพอิสระ ในคู่มือการประกัน

คณุภาพการศกึษาภายใน ระดับอดุมศกึษา ฉบบัปีการศกึษา 

2558 สรุปใจความส�ำคัญได้ว่า บัณฑิตปริญญาตรีท่ีส�ำเร็จ

การศึกษาในหลักสูตรภาคปกติ ภาคพิเศษ และภาคนอก
เวลาในสาขานั้น ๆ ท่ีได้งานท�ำหรือมีกิจการของตนเอง

ที่มีรายได้ประจ�ำสามารถเลี้ยงชีพตนเองได้การนับการมี

งานท�ำนับกรณีการท�ำงานสุจริตทุกประเภทที่สามารถ

สร้างรายได้เข้ามาเป็นประจ�ำเพ่ือเลี้ยงชีพตนเองได้ ซึ่ง

สอดคล้องกับคู่มือการประเมินคุณภาพภายนอกรอบสาม 

ระดับอุดมศึกษา ส�ำนักงานรับรองมาตรฐานและประเมิน

คุณภาพการศึกษา (องค์การมหาชน) และส�ำนักงานคณะ

กรรมการการอดุมศกึษาคูม่อืการประกนัคณุภาพการศกึษา

ภายใน ระดับอุดมศึกษา พ.ศ. 2557 กล่าวว่า บัณฑิต

ปริญญาตรีที่ส�ำเร็จการศึกษาในหลักสูตรภาคปกติ และ

ภาคพิเศษ และภาคนอกเวลา ในสาขานั้น ๆ  ที่ได้งานหรือ

มีกิจการเป็นของตนเองที่มีรายได้ประจ�ำภายในระยะเวลา 

1 ปี นับจากวันที่ส�ำเร็จการศึกษา เมื่อเทียบกับบัณฑิตที่

ส�ำเร็จการศึกษาในปีนั้น การนับการมีงานท�ำนับกรณีการ

ท�ำงานสุจริตทุกประเภทที่สามารถสร้างรายได้เข้ามาเป็น

ประจ�ำเพื่อเล้ียงชีพตัวเองได้

2) เหมืองข้อมูล (data mining)

	 การท�ำเหมอืงข้อมลู Kijsirikul (2002) คอื กระบวนการ

ที่กระท�ำกับข้อมูลจ�ำนวนมากเพื่อค้นหารูปแบบและความ

สัมพันธ์ที่ซ่อนอยู่ในชุดข้อมูลนั้น ในปัจจุบันการท�ำเหมือง

ข้อมูลได้ถูกน�ำไปประยุกต์ใช้ในงานหลายประเภท ทั้ง

ในด้านธุรกิจที่ช่วยในการตัดสินใจของผู้บริหาร ในด้าน

วิทยาศาสตร์และการแพทย์รวมท้ังในด้านเศรษฐกิจและ

สังคม การท�ำเหมืองข้อมูลเปรียบเสมือนวิวัฒนาการหนึ่ง

ในการจัดเก็บและตีความหมายข้อมูล จากเดิมท่ีมีการจัด

เก็บข้อมูลอย่างง่าย ๆ มาสู่การจัดเก็บในรูปฐานข้อมูลท่ี

สามารถดงึข้อมลูสารสนเทศมาใช้จนถงึการท�ำเหมอืงข้อมลู

ท่ีสามารถค้นพบความรู้ท่ีซ่อนอยู่ในข้อมูล ซ่ึงจุดประสงค์

ของการท�ำเหมืองข้อมูลสามารถใช้ค้นข้อมูลส�ำคัญที่ปะปน

กับข้อมูลอื่น ๆ ในฐานข้อมูลท่ีไม่ใช่แค่การสุ่มหา เรียกว่า 

KDD--Knowledge Discovery in Database หรือการ

ค้นหาข้อมูลด้วยความรู้ มีด้วยกัน 5 รูปแบบ คือ (1) การ

ค้นหากฎความสัมพันธ์ (2) การจ�ำแนกประเภทและการ

พยากรณ์ (3) การจัดกลุ่มข้อมูล (4) การหาค่าผิดปกติที่

เกิดข้ึน และ5) การวิเคราะห์แนวโน้ม

3) การจ�ำแนกข้อมลูด้วยกฎ (rule-based classification)

	 การจ�ำแนกข้อมูลด้วยกฎ Amphawan (2022) 

จะเป็นแบบจ�ำลองทีจ่ะแสดงผลด้วยเซตของกฎทีม่ลีกัษณะ

แบบ ‘IF-THEN’ โดยกฎหนึ่ง ๆ  จะถูกแสดงอยู่ในรูปฟอร์ม 

ดังนี้

IF condition THEN conclusion

ตัวอย่างเช่น

R1: IF age = youth AND student = yes THEN 

buys_computer = yes

	 จากรปูแบบฟอร์มของกฎและตวัอย่างกฎ R1 ข้างต้น 

จะประกอบไปด้วยข้อมลูสองส่วนด้วยกนั คอื ส่วนแรก ส่วน

เงื่อนไข ‘IF’ จะเป็นส่วนท่ีเรียกว่า ‘rule antecedent’ 

หรอื ‘precondition’ ประกอบไปด้วยเซตของแอทริบวิต่าง ๆ  

ประกอบกันเป็นเงื่อนไข ซ่ึงจากกฎ R1 จะประกอบไปด้วย

แอทรบิวิทีบ่่งบอกถงึคณุลกัษณะของคน 2 แอทรบิวิด้วยกนั 

คือ อายุอยู่ในช่วงหนุ่มสาว (age=youth) และเป็นนกัเรยีน 



148 Vol. 18 No. 1 January-April 2024EAU HERITAGE JOURNAL

Science and Technology

(student=yes) โดยส่วนเงื่อนไขของกฎจะท�ำการเชื่อมโยง

แอทริบวิต่าง ๆ เข้าด้วยกันด้วยเครือ่งหมาย AND ทีซ่ึง่จะ

เป็นการบ่งบอกว่าข้อมลูจะต้องเป็นไปตามเงือ่นไขทีถ่กูก�ำหนด

ไว้ทัง้หมด ในส่วนทีส่อง จะเรยีกว่า ‘rule consequence’ ที่

จะมีหมวดหมู่ข้อมูลบรรจุอยู่ จากตัวอย่างกฎ R1 ข้างต้น 

จะท�ำการท�ำนายว่า ลกูค้าทีม่คุีณลกัษณะเช่นไรทีจ่ะท�ำการซือ้

คอมพิวเตอร์ เป็นต้น รูปแบบของการจ�ำแนกข้อมูลด้วย

กฎ แสดงได้ดังภาพ 1

	 การจ�ำแนกข้อมูลด้วยกฎที่น�ำมาใช้เปรียบเทียบ

ในงานวิจัย จ�ำนวน 3 เทคนิค มีดังนี้

	 - RIPPER--Repeated Incremental Pruning 

to Produce Error Reduction Thakur (2020) เป็นการ

เรียนรู้กฎ ซึ่งมีกระบวนการตัดแต่งกิ่งที่เพิ่มขึ้นซ�้ำ ๆ เพื่อ

ลดข้อผดิพลาดทีเ่กดิจาการสร้างกฎ ประกอบด้วย 4 ขัน้ตอน 

คือ (1) การเจริญเติบโต (growth) สร้างล�ำดับของกฎ โดย

เพิ่มกฎจนเป็นที่น่าพอใจแล้วจึงหยุดเพิ่ม (2) การตัดแต่ง

กิ่ง (pruning) ท�ำการตัดกฎที่ลดประสิทธิภาพการเรียนรู้

กฎออก (3) การเพิ่มประสิทธิภาพ (optimization) มีการ

เพิ่มคุณลักษณะเข้าไปในแต่ละกฎเดิมหรือกฎที่ถูกสร้างขึ้น

ใหม่ในข้ันท่ี (1) และ (2) และ (4) การเลือกกฎ (selection) 

เป็นการเลือกกฎท่ีดีท่ีสุดเก็บไว้ และตัดกฎอ่ืน ๆ ออกไป 

	 - PART Mohamed Salleh and Omar (2012) 

เป็นเทคนิคการเรียนรู้กฎท่ีพัฒนาจาก C4.5 และ RIPPER 

โดยรวมท้ัง 2 เทคนิคเข้าด้วยกัน มีจุดเด่น คือ สามารถเรียน

รู้กฎได้เองเหมือนเทคนิค RIPPER และสามารถจัดการกับ

ข้อมูลท่ีหายไปและคุณลักษณะทางตัวเลขท่ีต่างกันได้ดี 

	 - PRISM Chiroma, Liu and Cocea (2018) ได้

ถูกแนะน�ำโดย Cendrowska ที่ได้ศึกษาปัญหาเกี่ยวกับ

อัลกอริทึม ID3 ของ Quinlan ซ่ึงได้ระบุข้อจ�ำกัดท่ีส�ำคัญ

บางประการของอลักอรทึิม ID3 ซ่ึงท�ำให้การใช้งานไม่เหมาะสม
ส�ำหรับหลายโดเมน ดังนั้น เพื่อลดปัญหาดังกล่าวจึงได้น�ำ

เสนออัลกอริทึมท่ีเรียกว่า PRISM ซ่ึงอัลกอริทึมนี้มีจุดมุ่ง

หมายหลักเพื่อหลีกเลี่ยงการสร้างกฎที่ซับซ้อนที่มีเงื่อนไข

ซ�้ำซ้อนจ�ำนวนมาก  

ภาพ 1 Rule-Based Classification

Note. From Rule based data mining classifier: A comprehensive guide 101, by Hevo Data Inc., 2024, 

retrieved from https://hevodata.com/learn/rule-based-data-mining/
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4) เทคนิคการสุ่มเพิ่มตัวอย่างกลุ่มน้อย 

 	 Synthetic Minority Over-sampling Technique-

-SMOTE Chawla (2002) เป็นเทคนิคที่ใช้ในการแก้ปัญหา

ที่ต้องการจ�ำแนกข้อมูลไม่สมดุล ซึ่งข้อมูลมีจ�ำนวนตัวอย่าง

แตกต่างกันมากในแต่ละคลาส เมื่อท�ำการจ�ำแนกประเภท 

จะท�ำให้มกีารเรยีนรูแ้ต่ข้อมลูกลุม่ทีม่าก ผลทีไ่ด้กจ็ะจ�ำแนก

ไปในข้อมูลกลุ่มมาก วิธี SMOTE เป็นวิธีการเพิ่มจ�ำนวน

ข้อมูลประเภทที่มีข้อมูลน้อย ให้เพิ่มปริมาณข้อมูลใกล้

เคียงกับประเภทที่มีมากที่สุด โดยสุ่มค่าขึ้นมาหนึ่งค่า และ

หาค่าระยะห่างระหว่างค่าที่เลือกกับทุก ๆ ค่า เลือกค่าท่ี

ใกล้เคียงที่สุด เช่น ก�ำหนดไว้ 5 ค่า สุ่มค่าจากท่ีเลือก 1 

ใน หลัง เพ่ือน�ำค่าที่ได้มาเพิ่มจ�ำนวนข้อมูล ดังสมการท่ี 1

              (1)

โดยที่ 

 คือ ข้อมูลใหม่

           คือ ข้อมูลที่สุ่มในตอนแรก

      คือ ข้อมูลที่สุ่มมาอีก เช่น สุ่มมาอีก 5 จุด

 δ        คือ ค่าสุ่มตั้งแต่ 0-1

5) การวัดประสิทธิภาพของตัวแบบ 

	 การวัดประสิทธิภาพของตัวแบบ ในแต่ละเทคนิค

วิธีที่น�ำมาเปรียบเทียบ โดยใช้ค่าความถูกต้องของแบบ

จ�ำลอง (accuracy) จะต้องท�ำการเลือกข้อมูลส�ำหรับเรียน

รู้ (training set) และข้อมูลส�ำหรับทดสอบ (testing set) 

งานวิจัยนี้เลือกใช้วิธีการสุ่มเลือกข้อมูลแบบความเที่ยงตรง 

k กลุ่ม (k-fold cross validation) การวัดค่าประสิทธิภาพ

ของแบบจ�ำลองนั้นจะอาศัย Confusion matrix ในการ

ค�ำนวณค่า

	 5.1 Confusion Matrix Markoulidakis et al. (2021)

	 การประเมินผลลัพธ์การท�ำนาย หรือ ผลลัพธ์จาก

โปรแกรมเปรยีบเทยีบกบัผลลพัธ์จรงิ ซึง่จะเป็นตารางแสดง

จ�ำนวนของข้อมูลในแต่ละประเภทที่ถูกจ�ำแนกด้วยตัวแบบ 

ตาราง 1   
ตาราง Confusion Matrix แสดงจ�ำนวนของข้อมูลใน

แต่ละประเภท

Actual 
Class

Predicted Class

Class = Yes Class = No

Class = Yes TP FN

Class = No FP TN

โดยที่ 
True Positive--TP เป็นจ�ำนวนข้อมูลประเภทเป็นบวก 

และถูกจ�ำแนกประเภทว่าเป็นบวก
False Positive--FP เป็นจ�ำนวนข้อมูลประเภทเป็นลบ แต่

ถูกจ�ำแนกประเภทว่าเป็นบวก
True Negative--TN เป็นจ�ำนวนข้อมูลประเภทเป็นลบ 

และถูกจ�ำแนกประเภทว่าเป็นลบ
False Negative--FN เป็นจ�ำนวนข้อมูลประเภทเป็นบวก 

แต่ถูกจ�ำแนกประเภทว่าเป็นลบ

	 5.2 ตัวช้ีวัดท่ีสามารถค�ำนวณได้จาก Confusion 

Matrix Markoulidakis et al. (2021)
	 - ค่าความแม่นย�ำ (precision) เป็นการวัดความ

แม่นย�ำของตัวแบบ โดยพิจารณาแยกทีละคลาส

Precision = TP/(TP+FP) 	          	           (2)

	 - ค่าความระลึก (Recall) เป็นการวัดความถูก

ต้องของตัวแบบ โดยพิจารณาแยกทีละคลาส

Recall   = TP/(TP + FN)	                              (3)

	 ค่าความเหวี่ยง (F-measure) เป็นการวัดค่า 

Precision และ Recall พร้อมกันของตัวแบบ โดยพิจารณา

แยกทีละคลาส

F-measure = (2 x Precision x Recall)/           (4)

                  (Precision + Recall) 

	 - ค่าความถูกต้อง (accuracy) เป็นการวัดความ

ถูกต้องของตัวแบบ โดยพิจารณารวมทุกคลาส คือ จ�ำนวน 

True Positive ของทุกคลาสรวมกัน

Accuracy = (TP + TN) /                              (5)
                (TP + TN + FP + FN)
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6) งานวิจัยที่เกี่ยวข้อง

	 Chinjoho Jabjone and Jongmuanwai (2021) 

ได้ท�ำการวิจัยเกี่ยวกับการพัฒนาแบบจ�ำลองเทคโนโลยี

สารสนเทศในการคาดการณ์อาชีพอนาคตของบัณฑิตสาขา

เทคโนโลยีสารสนเทศ มหาวิทยาลัยราชภัฏนครราชสีมา 

การวิจัยน้ีมีวัตถุประสงค์เพื่อพัฒนาแบบจ�ำลองเทคโนโลยี

สารสนเทศในการคาดการณ์อาชีพอนาคตของบัณฑิตสาขา

เทคโนโลยีสารสนเทศ และศึกษาผลการคาดการณ์อาชีพ

อนาคตของบัณฑิตสาขาเทคโนโลยีสารสนเทศการด�ำเนิน

การกับ 2 กลุ่ม คือ กลุ่มเป้าหมาย ได้แก่ บัณฑิตที่จบ

การศึกษาระหว่างปี พ.ศ. 2546-2560 สาขาเทคโนโลยี

สารสนเทศ มหาวิทยาลัยราชภัฏนครราชสีมา ได้มาจาก

การเลือกแบบเจาะจง และกลุ่มตัวอย่าง จ�ำนวน 1,178 คน 

ได้มาจากการสุ่มเลือกแบบแบ่งกลุ่มชั้นหลายขั้นตอน การ

เก็บรวบรวมข้อมูลได้จากการศึกษาเอกสาร แนวคิด ทฤษฎี 

และเทคนิคเหมืองข้อมูลด้วยแบบศึกษาไม่มีโครงสร้าง ใน

การสังเคราะห์แบบจ�ำลอง ส่วนผลการคาดการณ์อาชีพ

อนาคตของบัณฑิต ด้วยแบบรายการบันทึกข้อมูลด้าน

อาชีพของบัณฑิต การวิเคราะห์ข้อมูลเชิงคุณภาพ โดยใช้

การวิเคราะห์เชิงเนื้อหาและข้อมูลเชิงปริมาณ ได้แก่ ค่า

ร้อยละ และใช้หลักการวิเคราะห์แบบสมการเชิงเส้น ใน

ด้านค่าความถูกต้องและค่าความเชื่อมั่น ผลการวิจัย พบ

ว่า องค์ประกอบแบบจ�ำลองเทคโนโลยีสารสนเทศในการ

คาดการณ์อาชีพของบัณฑิตสาขาเทคโนโลยีสารสนเทศ 

ประกอบด้วย 3 องค์ประกอบหลัก (1) เทคนิคการแบ่ง

กลุ่มข้อมูล (2) เทคนิคการจัดกลุ่มข้อมูล (3) เทคนิคการ

คาดการณ์ข้อมลู โดยแบบจ�ำลองมปีระสทิธภิาพในการคาด

การณ์ข้อมูลภาพรวมเฉลี่ยร้อยละ 77.40 ซึ่งอยู่ในระดับ

สูง และผลการคาดการณ์อาชีพอนาคตของบัณฑิต สาขา

เทคโนโลยีสารสนเทศ ประกอบด้วย การเรียงล�ำดับคะแนน

เฉลีย่สงูสุด (1-3) ได้แก่ อาชพีโปรแกรมเมอร์ อาชพีเจ้าหน้าท่ี
ธุรการ และอาชีพอิสระ ทั้งนี้แบบจ�ำลองสามารถเป็น

ประโยชน์ของข้อมูลเพื่อประกอบการตัดสินใจเลือกอาชีพ

ในอนาคตส�ำหรับบัณฑิตสาขาเทคโนโลยีสารสนเทศได้

	 Wanon, Arreerard and Sanrach (2018) ได้

ท�ำการศึกษาเทคนิคพยากรณ์อาชีพส�ำหรับนักศึกษาระดับ

ปริญญาตรีสาขาคอมพิวเตอร์โดยใช้เทคนิคเหมืองข้อมูล มี

วัตถุประสงค์ (1) เพื่อศึกษาเทคนิคพยากรณ์อาชีพส�ำหรับ

นักศึกษาระดับปริญญาตรีโดยใช้เทคนิคเหมืองข้อมูลที่

เหมาะสม (2) เพ่ือเปรียบเทียบผลการวิเคราะห์พยากรณ์

อาชีพส�ำหรับนักศึกษาระดับปริญญาตรีโดยใช้เทคนิค

เหมืองข้อมูล งานวิจัยนี้ได้น�ำข้อมูลภาวะการมีงานท�ำของ

บัณฑิต และข้อมูลระเบียนประวัติของนิสิตระดับปริญญา

ตรีหลังส�ำเร็จการศึกษา จากส�ำนักงานคณะกรรมการ

การอุดมศึกษาย้อนหลัง 5 ปี คือปี 2555–2559 จ�ำนวน 

65,335 ระเบียน ในสาขาวิชาทางด้านคอมพิวเตอร์ และมี

คุณลักษณะประกอบด้วย ผลการเรียนความสามารถพิเศษ 

อาชีพของบิดามารดา รายได้ของบิดามารดา เพศ ต�ำแหน่ง

งาน ความสอดคล้องสาขา สาขาวชิาทดลองวดัความแม่นย�ำ

ด้วยเทคนิคการจ�ำแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจ เทคนิค

การจ�ำแนกข้อมูลด้วยวิธีแรนดอม ฟอร์เรส และเทคนิค

การจ�ำแนกข้อมูลด้วยวิธีแบ็กกิง ผลการวิจัยพบว่า ความ

แม่นย�ำในการจ�ำแนกประเภทข้อมูลจาก 3 เทคนิค (1) 

เทคนิคการจ�ำแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจเท่ากับร้อย

ละ 81.91 (2) เทคนิคการจ�ำแนกข้อมูลด้วยวิธีแรนดอมฟ

อร์เรสเท่ากับร้อยละ 84.29 และ (3) เทคนิคการจ�ำแนก

ข้อมลูด้วยวธิแีบก็กิงเท่ากบัร้อยละ 81.71 พบว่า เทคนิคแรน

ดอมฟอร์เรสให้ความถูกต้องในการจ�ำแนกประเภทข้อมูล

สูงที่สุด

	 Vilailuck, Jaroenpuntaruk and Wichadakul 

(2015) ได้วิจัย “การใช้เทคนิคการท�ำเหมืองข้อมูลเพื่อ

พยากรณ์ผลการเรียนของนักเรียนโรงเรียนสาธิตแห่ง

มหาวิทยาลัยเกษตรศาสตร์ วิทยาเขตก�ำแพงแสน ศูนย์วิจัย

และพัฒนาการศึกษา” เพื่อพัฒนาคลังข้อมูลและสร้างแบบ 

จ�ำลองท�ำนายผลการเรียน ของนักเรียนโรงเรียนสาธิต 

มหาวิทยาลัยเกษตรศาสตร์ วิทยาเขตก�ำแพงแสน ศูนย์วิจัย

และพฒันาการศกึษา โดยใช้ข้อมูลนกัเรยีนระดบัมธัยมศกึษา

ตอนต้น ระหว่างปีการศึกษา 2548–2556 น�ำมาพัฒนา

คลังข้อมูลด้วยโครงสร้างแบบ Snowflake Schema จาก

นั้นใช้ข้อมูลนักเรียนระดับมัธยมศึกษาตอนปลาย ระหว่าง

ปีการศึกษา 2556–2556 จ�ำนวน 525 ระเบียน ประกอบ

ด้วย 16 คุณลักษณะ น�ำมาพัฒนาแบบจ�ำลองท�ำนาย โดย

ใช้ชุดข้อมูล 2 แบบ คือ แบบไม่จัดกลุ่ม (original data) 

และแบบจัดกลุ่ม (cluster data) จ�ำกนั้นท�ำการคัดเลือก

คณุลกัษณะด้วยวธิ ีCorrelation-based Feature Selection 

และ วธิ ีInformation Gain แล้วใช้เทคนคิ Neural Network 
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แบบ Multi-Layer Perceptron, เทคนคิ Support Vector 

Machine และเทคนิค Decision Tree มาพัฒนาแบบ

จ�ำลองท�ำนายพร้อมเปรียบเทียบ และวัดประสิทธิภาพ

ด้วยวิธี 10-fold Cross Validation พบว่า คลังข้อมูลท่ี

พัฒนาขึน้ผู้ใช้งานมคีวามพงึพอใจอยูใ่นระดับดี และจากการ

เปรียบเทยีบแบบจ�ำลองท�ำนายโดยชดุข้อมลูแบบไม่จดักลุม่ 

(original data) ที่คัดเลือกด้วยวิธี Correlation-based 

Feature Selection ร่วมกับเทคนิค Neural Network 

แบบ Multi-Layer Perceptron จ�ำนวน 5 คุณลักษณะ 

คือ แผนการเรียน ผลการเรียนเฉลี่ยวิทยาศาสตร์ ผลการ

เรยีนเฉลีย่สังคมศกึษา ผลการเรียนเฉลีย่ ภาษาองักฤษ และ

ผลการเรียนเฉลี่ยระดับชั้นมัธยมศึกษาปีที่ 3 มีความเหมาะ

มากที่สุด โดยมีค่าความถูกต้องสูงสุดที่ร้อยละ 94.48 และ

มีค่ารากที่สองของความคลาดเคลื่อน (RMSE) น้อยที่สุดที่ 

0.1880 จากน้ันน�ำมาพัฒนาระบบพยากรณ์ผลการเรียน

ด้วยภาษา PHP

	 Kladkaew (2014) ได้วิจัย “ระบบสนับสนุน

การตัดสินใจการเลือกต�ำแหน่งงานให้สอดคล้องกับความ

สามารถของบัณฑิต” เพื่อศึกษาปัจจัยที่มีผลต่อการเลือก

ต�ำแหน่งงานที่สอดคล้องกับความสามารถบัณฑิตด้วย

เทคนิค Logistic Regression Analysis โดยการจ�ำแนก

ประเภทข้อมลูด้วยเทคนคิ Decision Tree และเปรยีบเทียบ

ความถกูต้องการท�ำนายระหว่างเทคนคิ Logistic Regression 
Analysis และการจ�ำแนกประเภทข้อมลูด้วยเทคนคิ Decision 

Tree จากน้ัน ได้ท�ำการพฒันาแบบจ�ำลองช่วยในการตดัสนิใจ
เลือกต�ำแหน่งงานให้สอดคล้องกับความสามารถของ

บณัฑติ จากข้อมลูภาวะมงีานท�ำบณัฑิตทีส่�ำเรจ็ปีการศกึษา 

2555–2557 จ�ำนวน 1,933 ระเบียน จ�ำนวน 2,825 คน 

เป็นกลุ่มตัวอย่าง และได้รวบรวมแบบส�ำรวจข้อมูลภาวะมี

งานท�ำของศูนย์คอมพิวเตอร์ มหาวิทยาลัยราชภัฏหมู่บ้าน

จอมบึงเป็นเคร่ืองมือที่ใช้ศึกษา และได้แบ่งต�ำแหน่งงาน

หรือกลุ่มอาชีพเป็น 8 กลุ่ม ผลการวิจัยพบว่าปัจจัยจาก 

12 คุณลักษณะ มีผลต่อการเลือกต�ำแหน่งงานหรือกลุ่ม

อาชีพมี 4 คุณลักษณะ คือ เพศ คุณวุฒิการศึกษาท่ีส�ำเร็จ

การศึกษา สาขาวิชาท่ีเรียน และความสามารถพิเศษ ซ่ึง

มีระดับนัยส�ำคัญทางสถิติอยู ่ที่ .05 และจากการวัดค่า

ประสิทธิภาพตัวแบบด้วยค่าความถูกต้อง ค่าความแม่นย�ำ 

และค่าความระลึก ซึ่งได้วิเคราะห์ผลเปรียบเทียบค่าความ

ถูกต้องของการพยากรณ์เทคนิคการจ�ำแนกประเภทข้อมูล

พบว่า เทคนิค Decision Tree อยู่ที่ร้อยละ 57.37 โดยมีค่า

มากกว่าเทคนิค Logistic Regression Analysis เล็กน้อย

ท่ีร้อยละ 56.30 จึงได้พัฒนาแบบจ�ำลองระบบสนับสนุน

การตัดสินใจการเลือกต�ำแหน่งงานให้สอดคล้องกับความ

สามารถของบัณฑิตโดยใช้เงื่อนไข 4 คุณลักษณะดังกล่าว

มาสร้างเป็นแบบจ�ำลองระบบโดยออกแบบส่วนติดต่อ

ประสานงานผู้ใช้ด้วย Microsoft Visual Basic

กรอบแนวคิดการวิจัย 

	 ในการศึกษาวิจัยครั้งน้ี น�ำเสนอตัวแบบการ

พยากรณ์ภาวะการมีงานท�ำของบัณฑิตด้วยเทคนิคการ

จ�ำแนกข้อมลูด้วยกฎร่วมกบัวธิกีารสุม่เพิม่ตวัอย่างกลุม่น้อย

บนชุดข้อมูลท่ีไม่สมดุล (SMOTE) ซ่ึงเป็นการสังเคราะห์

ข้อมูลเพิ่มโดยอ้างอิงจากข้อมูลท่ีมีอยู่ สามารถสร้างความ

หลากหลายของข้อมลูได้และส่งผลดต่ีอการสร้างแบบจ�ำลอง 

ต่างจากวิธีการสุ่มลด (under sampling) ที่ท�ำการลด

จ�ำนวนข้อมูลซึ่งอาจไม่เหมาะกับการสร้างแบบจ�ำลองที่

ต้องการความหลากหลายของข้อมูล และวิธีการสุ่มเกิน 

(over sampling) ที่ท�ำการสุ่มข้อมูลที่มีอยู่แล้วเพิ่มขึ้น

มาซ่ึงอาจจะส่งผลดีกับข้อมูลที่มีลักษณะไม่ซับซ้อนมาก

เกินไป โดยมีกรอบแนวคิดแสดงดังภาพ 2 

	 จากกรอบแนวคิดได้มีด�ำเนินการ 4 ข้ันตอน คือ 

	 1) รวบรวมข้อมูล  

	 2) การเตรียมข้อมูลส�ำหรับการท�ำเหมืองข้อมูล

	 3) พัฒนาตัวแบบพยากรณ ์

	 4) การตรวจสอบประสิทธิภาพของตัวแบบ

วิธีด�ำเนินการวิจัย 

	 ตวัแบบการพยากรณ์ภาวะการมงีานท�ำของบณัฑติ

ด้วยเทคนิคการจ�ำแนกข้อมูลด้วยกฎร่วมกับวิธีการสุ่มเพ่ิม

ตัวอย่างกลุ ่มน้อยบนชุดข้อมูลท่ีไม่สมดุล (SMOTE) มี

รายละเอียดการด�ำเนินการวิจัย ดังนี้
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1) การรวบรวมข้อมูล
	 เป็นข้ันตอนที่เริ่มต้นจากการเก็บรวบรวมข้อมูล

ภาวะการมีงานท�ำท่ีจะน�ำมาสร้างตัวแบบ ซึ่งข้อมูลที่ในมา
ใช้ในการสร้างตวัแบบได้ท�ำการรวบรวมจากข้อมูลภาวะการ

มีงานท�ำของบัณฑิต มหาวิทยาลัยราชภัฏนครปฐม จ�ำนวน 

11,971 ระเบียน หลังจากน้ันจะเป็นการตรวจสอบข้อมูล

ที่ได้ท�ำการรวบรวมมาได้เพื่อดูความถูกต้องของข้อมูล 

และพิจารณาว่าจะใช้ข้อมูลท้ังหมดหรือจ�ำเป็นต้องเลือก

ข้อมูล บางส่วนมาใช้ในการวิเคราะห์ รายละเอียดข้อมูล

ที่ใช้ในการวิจัย คือ (1) ข้อมูลส่วนบุคคลและข้อมูลการ

ศึกษา และ (2) ข้อมูลภาวะมีงานท�ำของบัณฑิต ดังตาราง 

2 โดยตรวจสอบความสมบูรณ์ของข้อมูล ถึงจ�ำนวนข้อมูล

คุณลักษณะ ความเป็นไปได้ท่ีจะน�ำมาวิเคราะห์ความครบ

ถ้วนในแต่ละข้อมูล 

ภาพ 2 กรอบแนวคิดการวิจัย
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ตาราง 2  
รายละเอียดคุณลักษณะ

ล�ำดบั     ชื่อ               ค�ำอธิบาย

1 Gender เพศ

F = หญิง

M = ชาย

2 Major สาขาวิชา ยึดสาขาวิชาตาม

ระบบของ ISCED 

1 = โปรแกรมท่ัวไปและคุณสมบัติ

2 = การศึกษา

3 = ศิลปะและมนุษย์

4 = สังคมศาสตร์ วารสารศาสตร์

และสารสนเทศ

5 = การบริหารธุรกิจและกฎหมาย

6 = วิทยาศาสตร์ ธรรมชาติ

คณิตศาสตร์และสถิติ

7 = เทคโนโลยีสารสนเทศและ

การสื่อสาร

8 = วิศวกรรม, อุตสาหกรรมและ

การก่อสร้าง

9 = เกษตรศาสตร์ วนศาสตร์ 

3 Faculty การประมงและสัตวแพทย์

10 = สุขภาพและสวัสดิการ

คณะท่ีศึกษา

01 = กลุ่มสาขาวิทยาศาสตร์และ

เทคโนโลยี

02 = กลุ่มสาขาวิทยาศาสตร์สุขภาพ

03 = กลุ่มสาขาสังคมศาสตร์และ

มนุษยศาสตร์

4 Gpax เกรดเฉลี่ยสะสม

G1 = 0.00-2.00

G2 = 2.01-2.50

G3 = 2.51-3.00

G4 = 3.01-3.50

G5 = 3.51-4.00

ตาราง 2 (ต่อ)

ล�ำดบั      ชื่อ               ค�ำอธิบาย

5 Honor เกียรตินิยม

First=เกียรตินิยมอันดับ 1

Second=เกียรตินิยมอันดับ 2

Non=ส�ำเร็จการศึกษา

6 Hometown ภูมิภาคของจังหวัดที่เป็น

ภูมิล�ำเนา

Bangkok=กรุงเทพมหานคร

Central=ภาคกลาง

North=ภาคเหนือ

South=ภาคใต้

Northeast=ภาคะวันออกเฉียงเหนือ

Eastern=ภาคตะวันออก

West=ภาคตตะวันตก

7 Jobstatus สถานภาพการท�ำงาน

Full=ท�ำงานประจ�ำ 

Free=ท�ำงานอิสระ

8 Jobtype ประเภทงานที่ท�ำ

Gov=ข้าราชการ/เจ้าหน้าท่ีหน่วยงานรฐั

State=รัฐวิสาหกิจ

Comp=พนกังานบรษิทั/องค์กรธรุกจิ/

เอกชน

Free=เจ้าของกิจการ/อาชีพอิสระ

Agri=เกษตรกรรม

Etc=อื่น ๆ

9 Talent 1 ความสามารถพิเศษ1

A=ภาษาต่างประเทศ 

B=การใช้คอมพิวเตอร์ 

C=กิจกรรมสันทนาการ

D=ศิลปะ/วัฒนธรรม

E=นาฏศิลป์/ดนตรีขับร้อง

F=การส่ือสาร

G=การค�ำนวณ

H=ไม่มี
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ตาราง 2 (ต่อ)

ล�ำดบั      ชื่อ              ค�ำอธิบาย

10 Talent 2 ความสามารถพิเศษ2

A=ภาษาต่างประเทศ 

B=การใช้คอมพิวเตอร์ 

C=กิจกรรมสันทนาการ

D=ศิลปะ/วัฒนธรรม

E=นาฏศิลป์/ดนตรีขับร้อง

F=การส่ือสาร

G=การค�ำนวณ

H=ไม่มี

11 Talent 3 ความสามารถพิเศษ3

A=ภาษาต่างประเทศ 

B=การใช้คอมพิวเตอร์ 

C=กิจกรรมสันทนาการ

D=ศิลปะ/วัฒนธรรม

E=นาฏศิลป์/ดนตรีขับร้อง

F=การส่ือสาร

G=การค�ำนวณ

H=ไม่มี

12 Workplace ภูมิภาคจังหวัดท่ีได้งานท�ำ

Bangkok=กรุงเทพมหานคร

Central=ภาคกลาง

North=ภาคเหนือ

South=ภาคใต้

Northeast=ภาคะวันออกเฉียงเหนือ

Eastern=ภาคตะวันออก

West=ภาคตะวันตก

13 Salary เงินเดือน/รายได้เฉลี่ยต่อเดือน

Low=ต�่ำกว่า 10,000

Medium=10,001 – 30,000

High=มากกว่า 30,001 ข้ึนไป

14 Match งานท่ีท�ำตรงกับสาขาท่ีเรียน

Yes=ตรง No=ไม่ตรง 

ตาราง 2 (ต่อ)

ล�ำดบั      ชื่อ              ค�ำอธิบาย

15 Period ระยะเวลาการได้งานท�ำ

P0=ได้งานทันที 

P1=1–3 เดือน

P2=4–6 เดือน 

P3=7–9 เดือน

P4=10–12 เดือน

P5=มากกว่า 1 ปี

P6=ได้งานระหว่างศึกษา

	 จากตาราง 2 คณุลักษณะท่ี 15 ระยะเวลาการได้งาน

ท�ำ เป็นคุณลักษณะท่ีเป็นกลุ่มของข้อมูลท่ีใช้ในการจ�ำแนก

ข้อมูล โดยแบ่งออกได้ 7 กลุ่มได้แก่ 

	 P0=ได้งานทันที 

	 P1=1–3 เดือน

	 P2=4–6 เดือน 

	 P3=7–9 เดือน

	 P4=10–12 เดือน

	 P5=มากกว่า 1 ปี

	 P6=ได้งานระหว่างศึกษา

2) การเตรียมข้อมูล (Data Preparation) 

	 ในขัน้ตอนการเตรยีมข้อมูลส�ำหรบัท�ำเหมอืงข้อมลู

ที่จะน�ำไปใช้ในการวิเคราะห์ ผู้วิจัยได้น�ำข้อมูลที่ได้จาก 

การเก็บรวบรวมข้อมูลจากข้ันตอนก่อนหน้า ดังต่อไปนี้

	 2.1 การท�ำความสะอาดข้อมูลและแปลงข้อมูล 

เมือ่พจิารณาข้อมลูท่ีได้แล้วน�ำข้อมลูมาท�ำการศกึษา พบว่า 

	 - ข้อมูลมีค่าที่หายไป (missing value) กรณี

ระเบียนนัน้มข้ีอมลูท่ีขาดหายจ�ำนวนมากได้ใช้วธีิตดัระเบยีน 

(Ignore the tuple) เหล่านั้นออกไป และกรณีระเบียน

ข้อมูลขาดหายจ�ำนวนเล็กน้อยแก้ไขด้วยการเติมเต็มข้อมูล

ด้วยการประมาณค่าข้อมูลใช้ค่าเฉลี่ยคุณลักษณะเติม
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ค่าข้อมลูส่วนทีห่ายไป เช่น ข้อมลูภมูภิาคของจงัหวดัทีเ่ป็น

ภมูลิ�ำเนา ทีข่าดหาย จากเดิม “ ” เปลีย่นเป็น “ภาคกลาง” 

เป็นต้น

	 - ข้อมูลที่มีความผิดปกติ (outliers) ข้อมูลรบกวน 

(noisy data) ข้อมลูมคีวามไม่สอดคล้องกนั (inconsistent 

data) โดยจัดการให้มีความถูกต้องสมบูรณ์ 

	 - การแปลงข้อมูล ในขั้นตอนการแปลงข้อมูลให้

เหมาะสมส�ำหรับการใช้งาน ในงานวิจัยคร้ังน้ี ผู้จัดท�ำได้

เลือกใช้โปรแกรม Weka มาใช้ในการสร้างตัวแบบซ่ึงต้อง

จัดเตรียมแฟ้มงาน ให้อยู่ในรูปแบบไฟล์ arff ตัวอย่างดัง

ภาพ 3 มาใช้ในงานวิจัย

	 2.2 การสุ่มเพ่ิมตัวอย่างกลุ่มน้อย SMOTE ซึ่ง

ในงานวิจัยได้ท�ำการเทคนิคการสุ่มเพิ่มตัวอย่างกลุ่มน้อย 

SMOTE ใน class ท่ีมีจ�ำนวนข้อมูลน้อย ได้แก่ class P0 

P2 P3 P4 P5 และ P6 ตัวอย่างดังภาพ 4

	 หลังจากท�ำการสุ่มเพิ่มตัวอย่างกลุ่มน้อย ด้วย

เทคนิค SMOTE ผลท่ีได้ class ท่ีท�ำการสุ่มเพิ่มตัวอย่าง

จะมีข้อมูลท่ีไม่ต่างกันมาก ดังภาพ 5

ภาพ 3 แปลงข้อมูลให้อยู่ในไฟล์ arff



156 Vol. 18 No. 1 January-April 2024EAU HERITAGE JOURNAL

Science and Technology

ภาพ 4 แสดงจ�ำนวนข้อมูลในแต่ละคลาส

ภาพ 5 จ�ำนวนข้อมูลคลาสที่ได้ปรับด้วย SMOTE
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3) การพัฒนาตัวแบบพยากรณ์ (modeling)

	 พัฒนาตัวแบบพยากรณ์ โดยได้ท�ำการเปรียบ

เทยีบเพ่ือหาเทคนคิในการคาดการณ์ภาวะการมงีานท�ำด้วย

เทคนิคเหมืองข้อมูลที่เหมาะสมกับข้อมูลที่ให้ประสิทธิภาพ

ที่ดีสุด การจ�ำแนกข้อมูลด้วยกฎที่น�ำมาใช้เปรียบเทียบใน

งานวิจัย จ�ำนวน 3 เทคนิค ได้แก่ RIPPER PART และ 

PRISM ซึ่งท�ำงานร่วมกับ เทคนิคการสุ่มเพิ่มตัวอย่างกลุ่ม

น้อย SMOTE 

4) การตรวจสอบประสิทธิภาพตัวแบบ (evaluation) 

	 ในการวดัประสิทธภิาพของตัวแบบในแต่ละเทคนคิ

วิธีที่น�ำมาเปรียบเทียบ โดยใช้ค่าความถูกต้องของแบบ

จ�ำลอง จะต้องท�ำการเลือกข้อมูลส�ำหรับเรียนรู้ และข้อมูล

ส�ำหรับทดสอบ งานวิจัยนี้เลือกใช้วิธีการสุ่มเลือกข้อมูล

แบบความเที่ยงตรง 5 กลุ่ม (5-fold cross validation) 

เป็นการวัดประสทิธภิาพตัวแบบซึง่จะจ�ำแนกประเภทข้อมลู

ด้วยการแบ่งข้อมูลออกเป็น 5 ส่วนจ�ำนวนเท่า ๆ  กัน แบ่ง

เป็นข้อมูลสอน 4 ส่วนและอีก 1 ส่วนเพื่อทดสอบจะท�ำวน

ซ�้ำสลับครบ 5 รอบ วิธีนี้เป็นที่นิยมเนื่องจากมีความน่าเช่ือ

ถือ นอกจากน้ียังเหมาะสมกับข้อมูลท่ีมีปริมาณไม่มาก

ผลการวิจัย 

	 การพัฒนาตัวแบบพยากรณ์ภาวะการมีงานท�ำ

ของบัณฑิตด้วยเทคนิคการจ�ำแนกข้อมูลด้วยกฎร่วมกับ

วิธีการสุ ่มเพิ่มตัวอย่างกลุ ่มน้อยบนชุดข้อมูลที่ไม่สมดุล 

(SMOTE) ในงานวิจัยนี้ได้เลือกการจ�ำแนกข้อมูลด้วยกฎที่

น�ำมาใช้เปรียบเทียบในงานวิจัย จ�ำนวน 3 เทคนิค ได้แก่ 

RIPPER PART และ PRISM ซ่ึงท�ำงานร่วมกับ เทคนิคการ

สุ่มเพิ่มตัวอย่างกลุ่มน้อย SMOTE โดยการวัดประสิทธิภาพ

ของตัวแบบจากค่าความถูกต้อง ค่าความแม่นย�ำ ค่าความ

ระลึก และค่าความเหวี่ยง ซึ่งได้ท�ำการเปรียบเทียบข้อมูล

แบบดั้งเดิมและข้อมูลที่ได้ปรับปรุงด้วยเทคนิคการสุ่มเพิ่ม

ตัวอย่างกลุ่มน้อย SMOTE สรุปได้ดังตาราง 3 

	 เทคนิค RIPPER ผลการวดัประสทิธภิาพอลักอรทึิม 

RIPPER โดยใช้ข้อมูลแบบดั้งเดิม ได้ดังนี้ ค่าความถูกต้อง 

เท่ากับร้อยละ 52.19 ค่าความแม่นย�ำเท่ากับร้อยละ 58.70 

ค่าความระลึกเท่ากับร้อยละ 52.20 และค่าความเหว่ียง

เท่ากับร้อยละ 48.70 และข้อมูลท่ีปรับสมดุลข้อมูลด้วยวิธี 

SMOTE ได้ดังนี้ ค่าความถูกต้อง เท่ากับร้อยละ 73.74 ค่า

ความแม่นย�ำเท่ากับร้อยละ 72.70 ค่าความระลึกเท่ากับ

ร้อยละ 73.70 และค่าความเหวี่ยงเท่ากับร้อยละ 73.10

	 เทคนิค PART ผลการวัดประสิทธิภาพอัลกอริทึม 

PART โดยใช้ข้อมูลแบบดั้งเดิม ได้ดังนี้ ค่าความถูกต้อง 

เท่ากับร้อยละ 62.62 ค่าความแม่นย�ำเท่ากับร้อยละ 60.70 

ค่าความระลึกเท่ากับร้อยละ  62.60 และค่าความเหวี่ยง

เท่ากับร้อยละ 61.40 และข้อมูลท่ีปรับสมดุลข้อมูลด้วยวิธี 

SMOTE ได้ดังนี้ ค่าความถูกต้อง เท่ากับร้อยละ 78.62 ค่า

ความแม่นย�ำเท่ากับร้อยละ 79.80 ค่าความระลึกเท่ากับ

ร้อยละ 78.60 และค่าความเหวี่ยงเท่ากับร้อยละ 78.90

	 เทคนคิ PRISM ผลการวดัประสทิธภิาพอลักอรทิมึ 

PRISM โดยใช้ข้อมูลแบบด้ังเดิม ได้ดังนี้ ค่าความถูกต้อง 

เท่ากับร้อยละ 73.84 ค่าความแม่นย�ำเท่ากับร้อยละ 73.60 

ค่าความระลึกเท่ากับร้อยละ 73.00 และค่าความเหว่ียง

เท่ากับร้อยละ 73.10 และข้อมูลท่ีปรับสมดุลข้อมูลด้วยวิธี 

SMOTE ได้ดังนี้ ค่าความถูกต้อง เท่ากับร้อยละ 85.69 ค่า

ความแม่นย�ำเท่ากบัร้อยละ 85.60 ค่าความระลกึเท่ากับร้อยละ 

85.70 และค่าความเหว่ียงเท่ากับร้อยละ 85.60 	

	 จากการเปรียบเทียบประสิทธิภาพของอัลกอริทึม 

พบว่า ตัวแบบท่ีได้จากอัลกอริทึม PRISM ร่วมกับการปรับ

สมดุลข้อมูลด้วยวิธี SMOTE มีประสิทธิภาพสูงท่ีสุด โดย

มีค่าความถูกต้อง เท่ากับร้อยละ 85.69 ค่าความแม่นย�ำ

เท่ากับร้อยละ 85.60 ค่าความระลึกเท่ากับร้อยละ 85.70 

และค่าความเหวี่ยงเท่ากับร้อยละ 85.60 และตัวอย่างกฎ

ท่ีสกัดได้จากอัลกอริทึม PRISM ดังภาพ 6

	 ดังนั้น คณะผู้วิจัยจึงเลือกตัวแบบจากอัลกอริทึม 

PRISM ร่วมกับการปรับสมดุลข้อมูลด้วยวิธี SMOTE ไป

พฒันาตวัแบบพยากรณ์ภาวะการมงีานท�ำของบณัฑติต่อไป
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ตาราง 3 

ผลการทดลองในแต่ละอัลกอริทึม (ร้อยละ)

ค่าประสิทธิภาพจากการทดสอบตัวแบบ

Al
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F-
m
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Rule-Based Classification

RIPPER 52.19 58.70 52.20 48.70

PART 62.62 60.70 62.60 61.40

PRISM 73.84 73.60 73.00 73.10

Rule-Based Classification + SMOTE

RIPPER 73.74 72.70 73.70 73.10

PART 78.62 79.80 78.60 78.90

PRISM 85.69 85.60 85.70 85.60

ภาพ 6 ตัวอย่างกฎที่ได้จากอัลกอริทึม PRISM

การอภิปรายผล 

	 จากการทดลองโดยใช้เทคนิคเหมืองข้อมูลใน

การพัฒนาระบบพยากรณ์ภาวะการมีงานท�ำของบัณฑิต

และแก้ปัญหาข้อมูลไม่สมดุลด้วยเทคนิค SMOTE พบว่า
	 การแก้ปัญหาข้อมูลไม่สมดุลด้วยเทคนิค SMOTE 

สามารถเพิ่มประสิทธิภาพให้ตัวแบบเพ่ิมขึ้นในทุกเทคนิคท่ี

ได้น�ำมาเปรียบเทียบ เม่ือพิจารณาเป็นด้าน สามารถสรุป

ได้ว่า ค่าความถูกต้อง เพิ่มขึ้นเฉลี่ยร้อยละ 16.47 ค่าความ

แม่นย�ำเพ่ิมขึ้นเฉลี่ยร้อยละ 15.03 ค่าความระลึกเพิ่มข้ึน

เฉลีย่ร้อยละ 16.73 และค่าความเหวีย่งเพิม่ขึน้เฉลีย่ร้อยละ 

18.13 

	 ตวัแบบคาดการณ์จากเทคนคิ PRISM เป็นตวัแบบท่ี

มีประสิทธิภาพในการคาดการณ์สูงท่ีสุด ซึ่งเทคนิค PRISM 

เป็นเทคนิคที่มีจุดมุ่งหมายหลักเพื่อหลีกเลี่ยงการสร้างกฎ

ที่ซับซ้อนที่มีเงื่อนไขซ�้ำซ้อนจ�ำนวนมาก และเมื่อได้ท�ำการ

ปรบัสมดลุของข้อมลูด้วยวธีิ SMOTE แล้วท�ำให้ประสทิธิภาพ

การพยากรณ์เพิม่ข้ึนอกี โดยมค่ีาความถูกต้อง เท่ากับร้อยละ 

85.69 ค่าความแม่นย�ำเท่ากับร้อยละ 85.60 ค่าความระลึก

เท่ากับร้อยละ 85.70 และค่าความเหวี่ยงเท่ากับร้อยละ 

85.60 จึงเป็นตัวแบบท่ีเหมาะสมต่อการน�ำไปประยุกต์ใช้

ส�ำหรับพฒันาระบบพยากรณ์ภาวะการมงีานท�ำของบณัฑติ

ต่อไป 
	 เมื่อพิจารณาจากกฎท่ีได้ ตัวอย่างเช่น กรณีที่ได้

งานท�ำทัน จากตัวอย่างกฎท่ีได้สามารถแปลได้ ดังนี้

	 - if major =10 and talent3 = b and Hometown 

= north then P0
	 ถ้า สาขาวิชา = สุขภาพและสวัสดิการ ความ

สามารถพิเศษ 3 = การใช้คอมพิวเตอร์ ภูมิล�ำเนา = ภาค

เหนือ แล้ว ระยะเวลาการได้งานท�ำ คือ ได้งานทันที
	 - Gpax = g5 and Major =5 and Talent1 =f 

then P0
	 ถ้า เกรดเฉลี่ยสะสม = 3.51-4.00 สาขาวิชา = 

การบริหารธุรกิจและกฎหมาย ความสามารถพิเศษ 1 = 

การสื่อสาร แล้ว ระยะเวลาการได้งานท�ำ คือ ได้งานทันที
	 - if Hometown = West and Major = 1 and 

Jobtype = Comp and Gpax = G4 then P0 
	 ถ้า ภูมิล�ำเนา = ภาคตะวันตก สาขาวิชา = 

โปรแกรมทัว่ไป ประเภทงานทีท่�ำ = พนกังานบรษิทั/องค์กร

ธุรกิจ/เอกชน เกรดเฉลี่ยสะสม = 3.01 - 3.50 แล้ว ระยะ

เวลาการได้งานท�ำ คือ ได้งานทันที

ข้อเสนอแนะ 
	 การสร้างตวัแบบเพือ่พยากรณ์ค�ำตอบหรอืผลลพัธ์

นั้น ปัจจัยที่มีความส�ำคัญซ่ึงต้องค�ำนึงถึง คือ จ�ำนวนข้อมูล

ของกลุม่ค�ำตอบหรอืผลลพัธต์อ้งมีสดัสว่นใกลเ้คยีงกัน หรอื

ท่ีเรียกว่าปัญหาข้อมูลไม่สมดุล แบ่งออกเป็น 2 อย่าง คือ 

ข้อมูลกลุ่มน้อย และข้อมูลกลุ่มมาก ซึ่งเป็นปัญหาที่เกิด

ข้ึนกับได้กับข้อมูลทุกประเภท เมื่อต้องการท�ำการจ�ำแนก

ประเภทข้อมูลผลลัพธ์ที่ได้เมื่อท�ำการจ�ำแนกข้อมูลจะถูก
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จ�ำแนกไปในกลุ่มข้อมูลกลุ่มมาก ซ่ึงผู้วิจัยต้องหาเทคนิค

หรือวิธีการเพื่อแก้ปัญหาเพื่อให้สามารถพยากรณ์ค�ำตอบ

หรือผลลพัธ์ได้มปีระสทิธภิาพ อย่างไรกต็ามตวัแบบคาดการณ์

ทีผู้่วจิยัได้น�ำเสนอน้ันเป็นเพยีงการใช้เทคนิคหน่ึงของการท�ำ

เหมืองข้อมูลจากหลากหลายเทคนิคที่มีอยู่ ในอนาคตหาก

มีการพัฒนางานวิจัยให้มีประสิทธิภาพมากขึ้นอาจจะน�ำ

เทคนคิอืน่ ๆ  และเพิม่กลุม่ตวัอย่างจากมหาวทิยาลยัราชภฏั

ต่าง ๆ หรือมหาวิทยาลัยของร้ฐในกลุ่มอื่นเช่น ราชมงคล 

หรอื มหาวทิยาลยัในก�ำกบัของรฐัเพิม่เตมิมาท�ำการทดลอง

เปรียบเทียบเพื่อให้ได้ตัวแบบท่ีมีประสิทธิภาพมากยิ่งขึ้น
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