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Abstract

The occurrence of diseases or health problems is influenced by multiple factors. Analyzing data
without considering all relevant variables may lead to inaccurate conclusions, which can negatively affect the
planning of effective interventions. Binary logistic regression is a widely used statistical method for analyzing
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data when the dependent variable is dichotomous, while independent variables may be categorical (with more
than two levels) or continuous. When the dependent variable still has two categories, but the model includes
two or more independent variables, it is referred to as multiple binary logistic regression analysis. The method
aims to describe the relationship between independent and dependent variables, indicating the magnitude of

risk or association, while controlling confounding factors. Accurate and reliable results from such analyses

can provide valuable evidence to support the planning, promotion, prevention, and control of diseases.
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Figure 1 Example of risk factors analysis for falls in the elderly using logistic regression

Tupaumitasizidaye

dumaumieneitoya i 3 tuaau leun
1) MIa3eNdaya 2) MTIANLHYTaNa was
3) maiguauazulacamIanzvidoya loaine
sudaudasiunaudail
1. Mstn3andaya

1.1 av2adaudaya (Clean data) 1y il
NaUn@ (Outlier) @179 (Missing) Feanaazaasiims
asdaufuLUUABMNVEaunaIdaya A afudY
anugndas wialdinaiiamaiamadayaiimansay
MANANTITMaRaMATMITassy

1.2 msian1sdaya (Modify data)
iy magunnduls msdanduiuls Fasdasdl
LaNaN19IFINITI95U n3adilmanelunis
Ainneidayaiiioihluldssloml lumsinazi
®8 Logistic Regression nsaidudsautduuuy
dailasasldmaiansimanuduius dadu
(linear) fududsmutitafluuunmemseaduaz
111L?i”ﬁg{'mﬁLﬂsww"tmué’aLLﬂw'aLfiaw%aLLmJ
dhudsngu dafinandeedu
2. MIIANHTaYD

maTidaya wiseaniiu 6 duaaudes
laun

1) MIAVpEN9%eIU (Crude analysis)

2) madendulsiuduiiadigns
Aesziuuraaaiuds (Initial Model)

3) NSASINFDUT AN (Assumption)
Tumsld MBLR

4) MAeNRwuvaeaIuls (Multi-
variable analysis)

5) M3ATIFDUNIBUTLLNUANNHINLEN
YAIMTIATWTBNENTD Model (Goodness of fit)

6) MsUsetiiudseandmwapsanmsuse
Model

ToefiseazBuadil

2.1 MFIANzHaE NI

AM5IAILYBE19KENU (Crude analysis)
UNAULEEN Bivariate analysis wnzdumsnadau
ANNFNNUS (test of association) 2BIAILUSLNES
a09en w3amulsaunuaulsmuiiacg loalidils
fanansenuresilaseay udunsuusniiaasiin
Tunnnsdims@ne n193tas1ed BLR fidaanas
fiddn Iedud 1) msdanadudaszaniu Flias
S luyaaaidiindy wiaflenudmdasiumale
manil anageulasmssensndandedisu
AUMAU (residuals vs. order plot) %ﬁgmmuﬁa«ﬂu

597



Dis Control J Vol 51 No. 4 Oct - Dec 2025

Determination of risk factors or health

wuugan ez 2) LifienfAaunfisegnaguusy extreme
outliers lughulsiansn Fanagau wu m3Eesdieu
#8348 NM3571NTIN box plots 138 histogram
N15ILATILW AN NTUNUS B8 19KEIU
219M1le 2 wuyu fa 1) IANHonosuuund
2EINNIA Y Simple Binary Logistic Regression
(SBLR) lagmadauszaunad@uals Likelihood
Ratio Test waz 2) laada la-auas (y’-test) 1iuua
Wiafwadia Expected value #8803 5 1Au
Zanaz 20 wesdnnumadnavNe 118 Fisher's
Exact test UMY KANNMIATLHaIINNANY
FUWUS (Measure of association) @8 Relative Risk
(RR) Silumsdnsuwuu Cohort study #3814 Odds
Ratio (OR) S Hlums@nsuuy Cross-sectional %38
Case-control Study %38 Cohort study @1 Odds ratio
Wlusasdrunvavanisanuduiug visvue
9N NFNNUSeaTasEvEadaulsaufiaadn
Whardaradamulsay FnhEua OR 303
Aensvegneny ldhasdumsdnmzduuule

seiiFalumsiSsuiiovanasasenuduwugile
NN LUUEERILUS® (MeazBaaia
wWnlusde 2.4)

M3LABNNGNENBY 138 reference group
Tumsiwsed BLR Tums@nsuuy Case-control
w3p Cohort study feulWnguiiiianugnuia
qﬁ'ﬁmizﬁwaﬂsws‘iuﬂunajué’wﬁq @Y MSANEIN
wadutdasoidaaasnisnaannnnannsa lu
Faaulnnjinansaziienugnwiagidmsaiinh
AR wamedeadshivualiidunguaieds
uaz OR #lafazannnt 1 wazhedamsulana

wil Waldilanulafefuiunsu
MIIATLAUBEMSUUBHED VRENAIBENIMTIATIZH
ﬂaﬁ'ﬂ‘*7';é’fuﬁuﬁ"ﬁ'umiwé’ﬂmﬂwné'uiuﬁgqawq Uy
mIveduddesnsiuuunadazing (Cross-
sectional analytic study) sLunziuéhasiNﬁLﬂuQ'gqmq
18,818 78 Fldananngudayamsransotgeans
(Secondary data) wm%’wi’mtﬁwqu WAUBDNINIT
JiezVathanenue IR 1

P a v du v sw o v b3 v a ' a o Vo
MIINN 1 msaLﬂ51xﬁﬂwﬂ‘wauwuﬁnumswammﬂwﬂaﬂugqqmqmﬂmﬂmﬂsﬁamwmu 738 MANANLIMINNDENEY

Table 1 Analysis of factors associated with falls in the elderly using crude analysis Simple binary logistic regression

LAENIAANHNAN
Ay N Tu 6 iaufisuan COR 95% CI COR  p-value
(18,818) U %
WWE <0.001%
78 8,326 506 6.1 ref
WM 10,492 902 8.6 1.5 1.3, 1.6
ag (1)
60-69 10,467 652 6.2 ref
70-79 6,037 507 8.4 1.4 1.2, 1.6 <0.001*
80 2uly 2,314 247 10.8 1.8 1.6, 2.1 <0.001*
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M7 2 MIAanzidadenauiusiumswannnnanluggaeIgeis Multiple binary logistic regression (MBLR)

Table 2 Analysis of factors associated with falls in the elderly using multiple logistic regression (MBLR)

Fnu LAINAAONNNNAN
Muis Mad1 Tu 6 @auiisinuan COR AOR 95% CI  p-value
(18,818) U % AOR
] <0.001
Fipld] 8,326 506 6.1 ref ref
W 10,492 902 8.6 1.5 1.7 1.6, 2.3
ag ()
60-69 10,467 652 6.2 ref ref
70-79 6,037 507 8.4 1.4 1.2 1.1, 1.3 0.011
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Un@ 13,352 759 5.7 ref ref
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Hosmer-Lemeshow goodness-of-fit Taan p-value=0.187
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mm::awaqnﬁ'imswﬁifagaw%a Model
<~ ld' k4 v =1
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S a -:I'QI v 24 -:1' < = v
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M50 3 NAURTEAUANNRUNUUULBIANUFUWUS (Strength of Association)

Table 3 Criteria for the strength of association

A1 OR TEAUANNTHWUS
1.00-1.49 20U (Weak)
1.50-2.99 hunae (Moderate)
>3.00 &4 (Strong)
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