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บทคัดย่อ
	 การเกิดโรคหรือปัญหาสุขภาพข้ึนอยู่กับหลายปัจจัย การวิเคราะห์ข้อมูลที่ไม่ได้ค�ำนึงถึงปัจจัยต่างๆ  

อย่างรอบด้าน อาจน�ำไปสู ่ความรู้หรือข้อสรุปที่ผิดพลาด ส่งผลเสียต่อการวางแผนเพื่อด�ำเนินมาตรการ 

อย่างมีประสิทธิภาพ การวิเคราะห์ถดถอยโลจิสติกแบบทวินาม (Binary Logistic Regression) เป็นวิธีการทางสถิติ

ที่นิยมใชมากส�ำหรับวิเคราะห์ข้อมูลท่ีตัวแปรตามเป็นตัวแปรกลุ่มหรือตัวแปรแจงนับ (Categorical variable)  

ที่มีเพียง 2 กลุ่ม (Dichotomous) ส่วนตัวแปรต้นเป็นตัวแปรกลุ่ม (Categorical variable) ที่อาจมีมากกว่า 2 กลุ่ม 

หรือเป็นตัวแปรต่อเน่ือง (Continuous variable) หากวิเคราะห์ถดถอยโลจิสติกแบบทวิท่ีค�ำนึงถึงผลกระทบ 

จากตัวแปรอื่นเรียกว่าการวิเคราะห์ถดถอยโลจิสติกเชิงพหุคูณแบบทวินาม (Multiple Binary Logistic Regression) 

มีเป้าหมายในการอธิบายความสัมพันธ์ระหว่างตัวแปรต้นหลายตัวกับตัวแปรตาม ท่ีบ่งชี้ขนาดของความเสี่ยง 

หรือขนาดของความสัมพันธ์ โดยค�ำนึงถึงอิทธิพลของปัจจัยอื่น ๆ หรือการควบคุมตัวแปรกวน ผลจากการวิเคราะห์

ข้อมูล จะท�ำให้ได้ผลการศึกษาท่ีถูกต้อง และน่าเชื่อถือ สามารถน�ำผลการศึกษาไปวางแผน ส่งเสริม ป้องกัน  

และควบคุมโรคได้อย่างมีประสิทธิภาพ

ติดต่อผู้นิพนธ:์ ถนอม นามวงศ์	 อีเมล: thanom@scphub.ac.th

Abstract
	 The occurrence of diseases or health problems is influenced by multiple factors. Analyzing data 

without considering all relevant variables may lead to inaccurate conclusions, which can negatively affect the 

planning of effective interventions. Binary logistic regression is a widely used statistical method for analyzing 
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data when the dependent variable is dichotomous, while independent variables may be categorical (with more 

than two levels) or continuous. When the dependent variable still has two categories, but the model includes 

two or more independent variables, it is referred to as multiple binary logistic regression analysis. The method 

aims to describe the relationship between independent and dependent variables, indicating the magnitude of 

risk or association, while controlling confounding factors. Accurate and reliable results from such analyses 

can provide valuable evidence to support the planning, promotion, prevention, and control of diseases.

Correspondence: Thanom Namwong	 E-mail: thanom@scphub.ac.th
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บทน�ำ
	 การวิเคราะห์หาปัจจัยเสี่ยงของการเกิดโรค 

หรือป ัญหาสุขภาพเป ็น ข้ันตอนพื้นฐาน ท่ีส� ำ คัญ 

ในการวางแผนส่งเสริม ป้องกัน และควบคุมโรค 

อย่างมปีระสทิธภิาพ เน่ืองจากจะสามารถระบไุด้ว่าปัจจยั

ใดมีความสัมพันธ์กับการเกิดโรคหรือปัญหาสุขภาพ  

ทัง้ในเชงิพฤตกิรรมส่วนบคุคล ปัจจยัทางสงัคม เศรษฐกจิ 

และสิ่งแวดล้อม การเข้าใจกลไกของปัจจัยเสี่ยงเหล่านี้  

จะช่วยให้ผู้ปฏิบัติงานด้านสาธารณสุขสามารถก�ำหนด

มาตรการเชิงรุกได้อย่างตรงจุด ผลการด�ำเนินงาน 

บรรลุเป้าหมายในระดับชุมชน การวิเคราะห์ปัจจัยเสี่ยง 

มีบทบาทในการวินิจฉัยปัญหาสุขภาพเฉพาะพื้นที่  

โดยสะท้อนถึงบริบทเฉพาะด้านวัฒนธรรม วิถีชีวิต  

หรือปัจจัยแวดล้อมของประชาชน ท�ำให้สามารถพัฒนา

แผนงานโครงการท่ีสอดคล้องกับความต้องการและ 

สภาพปัญหาจริงของชุมชน ช่วยเสริมสร้างการมีส่วนร่วม 

ของประชาชนอย่างย่ังยืน และลดการใช้ทรัพยากรโดย 

ไม่จ�ำเป็น(1) แม้ว่าการวิเคราะห์หาปัจจัยเสี่ยงจะเป็นท่ี

ยอมรบัและใช้กนัอย่างแพร่หลาย แต่หลาย ๆ  การศกึษา 

ทีผ่่านมากยั็งมข้ีอจ�ำกดั โดยเฉพาะการใช้สถติิพืน้ฐานใน

การวิเคราะห์ข้อมูลท่ีไม่สามารถควบคุมปัจจัยแทรกซ้อน

หรือไม่ได้ค�ำนึงถึงปัจจัยอื่น(2,3) ซึ่งปัจจัยเสี่ยงของการ 

เกดิโรคหรือปัญหาสขุภาพนัน้ มอียูห่ลายปัจจัย การวิเคราะห์ 

ข้อมูลที่ไม่ได้ค�ำนึงถึงปัจจัยต่างๆ อย่างรอบด้าน อาจน�ำ

ไปสู ่ความรู ้หรือข ้อสรุปท่ีผิดพลาด ส ่งผลต่อการ 

วางแผนส่งเสริมสุขภาพ ป้องกัน และควบคุมโรคอย่างมี

ประสิทธิภาพ(4)

	 บทความนี้จะน�ำเสนอหลักการและวิธีการ

วิเคราะห์ข้อมูล เพื่อหาปัจจัยเสี่ยงของการเกิดโรคหรือ

ปัญหาสุขภาพด้วยเทคนิคการวิเคราะห์ถดถอยโลจิสติก

แบบพหุ พร้อมทั้งยกตัวอย่างประกอบ เพื่อให้บุคลากร

ทางการแพทย์และสาธารณสุข น�ำไปประยุกต์ใช้ได้อย่าง

เหมาะสม

การวิเคราะห์ถดถอยโลจิสติก 

	 การวิเคราะห์ถดถอยโลจิสติก (Logistic  

Regression) มี 2 ประเภท คือ การวิเคราะห์การถดถอย

โลจิสติกพหุนาม (Multinomial Logistic Regression) 

เป็นการวิเคราะห์ที่ตัวแปรตามท่ีมีค่ามากกว่า 2 กลุ่ม 

(Polychromous variable) และการวิเคราะห์การถดถอย

โลจิสติกแบบทวินามหรือแบบไบนารี (Binary Logistic 

Regression; BLR) ท่ีตัวแปรตามมี 2 กลุ ่ม ท้ังน้ี  

หากตัวแปรต้นมีหลายตัวและตัวแปรตามมี 1 ตัว  

และแบ่งออกเป็น 2 กลุม่ จะเรยีกว่าการวิเคราะห์ถดถอย

โลจิสติกเชิงพหุคูณแบบทวินาม (Multiple Binary  

Logistic Regression; MBLR) ซึ่งเป็นวิธีการทางสถิติ 

ที่นิยมใชมากในการวิจัยทางการแพทย์และสาธารณสุข 

มักพบในรูปแบบการวิจัยท่ีเป็นเชิงวิเคราะห์ (Analytic 

study) ที่มีกลุ ่มเปรียบเทียบ เช่น Cohort study, 

Case-control study และ Cross-sectional analytic study 

ช่วยวิเคราะห์ความสมัพนัธ์ระหว่างตัวแปรต้นหรือตัวแปร
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อิสระ (Independent Variable) หลายตัว ซึง่อาจเป็นปัจจัย

เสี่ยง (Risk factor/Exposure/Predictor) หรือปัจจัย

ก�ำหนดสุขภาพ (Health determinant) กับตัวแปรตาม 

(Dependent Variable) หรือผลลัพธ์ (Outcome/Re-

sponse variable/event) ที่เป็นลักษณะการเกิดหรือไม่

เกิดโรค หรือการเกิดหรือไม่เกิดปัญหาสุขภาพ โดย

สามารถควบคมุปัจจัยแทรกซ้อน (Control confounder) 

และระบุความเสี่ยง (Odds ratio; OR) หรือขนาดของ

ความเสี่ยงหรือความสัมพันธ์ (Magnitude of associa-

tion) ได้อย่างมีประสิทธิภาพ ท�ำให้การวิเคราะห์มีความ

แม่นย�ำมากขึ้น ช่วยลดอคติ (bias) ในการแปลผล และ

ส่งเสริมการวางแผนโดยใช้หลักฐาน เชิงประจักษ์ (evi-

dence-based planning) ได้ดียิ่งขึ้น(5,6) 

วัตถุประสงค์การวิเคราะห์ MBLR

	 การวิเคราะห์ MBLR มีวัตถุประสงค์ 2 ข้อ  

คือ 1) เพื่อหาปัจจัยเสี่ยง (Risk assessment)  

และ 2) เพื่อสร้างสมการทํานายเหตุการณ (Prediction) 

บทความน้ีกล่าวถงึเฉพาะการหาปัจจัยเสีย่ง ประเดน็หลกั

ของการวิเคราะห์โดยใช้ MBLR นั้นคือการอธิบายความ

สมัพนัธ์ระหว่างตัวแปรต้นกบัตัวแปรตามท่ีมกีารควบคุม

ผลกระทบของปัจจัยอืน่ ๆ  ซึง่แบบจําลองทางคณติศาสตร์

ที่เหมาะสม คือ Logistic Model (ความน่าจะเป็น 

ที่จะเกิดโรค) การใช้ข ้อมูลที่มีอยู ่เพื่อประมาณคา 

พารามิเตอร ์ เ รียกว าการ “Fit Model” วิธีการ 

ทางคณิตศาสตร์ที่ใช้ในการประมาณค่าพารามิเตอร ์

เรียกว่า Maximum Likelihood (ค่าพารามิเตอร์ เช่น  

ค่าคงที่ (Constant) และค่าสัมประสิทธิ์ (Coefficient)(5) 

ตัวแปรต้นและตัวแปรตามของการวิเคราะห์ MBLR

	 การวิเคราะห์ MBLR เป็นวิธีการหนึ่งของการ

วิเคราะห์ตัวแปรพห ุ(Multivariable analysis) ใช้ส�ำหรบั

วิเคราะห์ข้อมลูทีตั่วแปรตามเป็นตัวแปรกลุม่หรอืตัวแปร

แจงนับ (Categorical variable) มีค่าได้เพียง 2 กลุ่ม 

(Dichotomous or Binary) เช่น ป่วย-ไม่ป่วย หาย- 

ไม่หาย เกดิ-ไม่เกดิเหตกุารณ์ ส่วนตัวแปรต้นเป็นตวัแปร

กลุ ่ม (Categorical variable) ที่อาจมีมากกว ่า  

2 ค่า หรือเป็นตัวแปรต่อเนื่อง (Continuous variable) 

ก็ได้ กรณีตัวแปรต้นเป็นแบบต่อเน่ือง (continuous 

variable) จะวิเคราะห์หาความสัมพันธ์เชิงเส้น (linear) 

กับตัวแปรตาม เพื่อเป็นแนวทางการตัดสินว่าจะน�ำเข้าสู่

การวิเคราะห์แบบตัวแปรต่อเน่ืองหรือแบบตัวแปรกลุ่ม 

ถ้ามีความสัมพันธ์เชิงเส้นก็จะน�ำเข้าสู ่การวิเคราะห ์

แบบข้อมูลต่อเนื่อง อย่างไรก็ตาม เพื่อให้ง่ายตอการ 

แปลความหมาย และการน�ำเอาไปใช ้ประโยชน ์ 

ทางการแพทย์และสาธารณสุข มักน�ำเข้าสู่การวิเคราะห์

โดยจัดเป็นกลุม เช่น การน�ำตัวแปรอายุท่ีเป็นตัวแปร 

ต่อเนื่องไปจัดเป็นกลุ่ม (Classify data) แบ่งเป็นช่วงๆ 

หรือกลุ่มอายุ

	 ยกตวัอย่าง เช่น การวิเคราะห์ปัจจัยเสีย่งต่อการ

พลัดตกหกล้มในผู้สูงอายุ ดังนี้

	 ตัวแปรต้น คือ เพศ (มี 2 ค่า คือ ชาย หญิง) 

อายุ (ปี มี 3 ค่า/กลุ่มอายุ) การดื่มแอลกอฮอล์ (มี 2 ค่า 

คือ ไม่ดื่ม ดื่ม) เส้นรอบเอว (มี 2 ค่า คือ ต�่ำ-ปกติ สูง

กว่าปกติ) และการทรงตัว (มี 2 ค่า คือ ปกติ บกพร่อง)

	 ตัวแปรตาม คือ การพลัดตกหกล้ม (มี 2 ค่า 

คือ เคยหกล้ม และ ไม่เคยหกล้ม)
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ขั้นตอนการวิเคราะห์ข้อมูล

	 ขั้นตอนการวิเคราะห์ข้อมูล มี 3 ขั้นตอน ได้แก่ 

1) การเตรียมข้อมูล 2) การวิเคราะห์ข้อมูล และ  

3) การน�ำเสนอและแปลผลการวิเคราะห์ข้อมลู โดยมรีาย

ละเอียดแต่ละขั้นตอนดังนี้

1. การเตรียมข้อมูล

    	 1.1 ตรวจสอบข้อมูล (Clean data) เช่น ค่าที่

ผิดปกติ (Outlier) ค่าว่าง (Missing) ซึง่อาจจะต้องมกีาร

ตรวจสอบกับแบบสอบถามหรือแหล่งข้อมูลเพื่อยืนยัน 

ความถกูต้อง หรือใช้เทคนิคการจัดการข้อมลูทีเ่หมาะสม 

ตามหลักที่มีเหตุผลทางวิชาการรองรับ

    	 1.2 การจัดการข้อมูล (Modify data)  

เช่น การยุบรวมตัวแปร การจัดกลุ่มตัวแปร ซึ่งจะต้องมี

เหตุผลทางวิชาการรองรับ หรือมีเป้าหมายในการ

วิเคราะห์ข้อมูลเพื่อน�ำไปใช้ประโยชน์ ในการวิเคราะห์

ด้วย Logistic Regression กรณีตัวแปรต้นเป็นแบบ 

ต่อเนื่องจะใช้การวิเคราะห์หาความสัมพันธ์เชิงเส้น  

(linear) กบัตัวแปรตามเพือ่เป็นแนวทางการตัดสนิว่าจะ

น�ำเข้าสู ่การวิเคราะห์แบบตัวแปรต่อเน่ืองหรือแบบ

ตัวแปรกลุ่ม ดังที่กล่าวถึงข้างต้น

2. การวิเคราะห์ข้อมูล

	 การวิเคราะห์ข้อมลู แบ่งออกเป็น 6 ข้ันตอนย่อย 

ได้แก่ 

	 1) 	การวิเคราะห์อย่างหยาบ (Crude analysis)

	 2) การเลือกตัวแปรเริ่มต้นเพื่อน�ำเข้าสู่การ

วิเคราะห์แบบหลายตัวแปร (Initial Model)

	 3) การตรวจสอบข้อตกลง (Assumption)  

ในการใช้ MBLR

	 4) 	การวิเคราะห์แบบหลายตัวแปร (Multi-

variable analysis) 

	 5) การตรวจสอบหรือประเมินความเหมาะสม

ของการวิเคราะห์ข้อมูลหรือ Model (Goodness of fit) 

	 6)	การประเมินประสิทธิภาพของสมการหรือ 

Model 

	 โดยมีรายละเอียดดังนี้ 

	 2.1 การวิเคราะห์อย่างหยาบ 

	 การวิเคราะห์อย่างหยาบ (Crude analysis)  

บางคนเรียก Bivariate analysis เพราะเป็นการทดสอบ

ความสัมพันธ์ (test of association) ของตัวแปรเพียง 

สองตัว หรอืตัวแปรต้นกับตัวแปรตามทลีะคู่ โดยไม่ค�ำนึง

ถึงผลกระทบของปัจจัยอื่น เป็นข้ันตอนแรกที่ต้องท�ำ 

ในทุกกรณีการศึกษา การวิเคราะห์ BLR มีข้อตกลง 

ทีส่�ำคญั ได้แก ่1) การสังเกตเป็นอิสระจากกนั ซึ่งไม่ควร

วัดซ�้ำในบุคคลเดียวกัน หรือมีความเกี่ยวข้องกันทางใด

ทางหนึ่ง วิธีทดสอบโดยการสร้างกราฟค่าตกค้างเทียบ

กับล�ำดับ (residuals vs. order plot) ซึ่งรูปแบบต้องเป็น

ภาพที่ 1 ตัวอย่างการวิเคราะห์ปัจจัยเสี่ยงต่อการพลัดตกหกล้มในผู้สูงอายุด้วย Logistic Regression

Figure 1 Example of risk factors analysis for falls in the elderly using logistic regression

 

พลัดตกหกลม 
- เคยหกลม 
- ไมเคยหกลม 

เพศ 

อายุ 

การดื่มแอลกอฮอล 

เสนรอบเอว การทรงตัว 
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แบบสุ่ม และ 2) ไม่มีค่าผิดปกติอย่างรุนแรง extreme 

outliers ในตัวแปรท่ีศกึษา วิธทีดสอบ เช่น การเรยีงล�ำดบั

ข้อมูล การท�ำกราฟ box plots หรือ histogram(6)

	 การวิ เคราะห ์ความสัมพันธ ์อย ่ างหยาบ  

อาจท�ำได้ 2 แบบ คือ 1) วิเคราะห์ถดถอยแบบทวิ 

อย่างง่ายด้วย Simple Binary Logistic Regression 

(SBLR) โดยทดสอบระดับนัยส�ำคัญด้วย Likelihood 

Ratio Test และ 2) ใชสถติิไิค-สแควร์ (χ2-test) เว้นแต่ 

เม่ือมีเซลล์มีค่า Expected value น้อยกว่า 5 เกิน  

ร้อยละ 20 ของจ�ำนวนเซลล์ทั้งหมด ให้ใช้ Fisher’s 

Exact test แทน ผลจากการวิเคราะห์จะได้ขนาดความ

สัมพันธ์ (Measure of association) คือ Relative Risk 

(RR) ถ้าเป็นการศึกษาแบบ Cohort study หรือใช้ Odds 

Ratio (OR) ถ้าเป็นการศกึษาแบบ Cross-sectional หรือ 

Case-control Study หรือ Cohort study ค่า Odds ratio 

เป็นอัตราส่วนท่ีบ่งบอกถึงความสัมพันธ์ หรือขนาด 

ของความสัมพันธ์ของปัจจัยหรือตัวแปรต้นที่คาดว่า 

น่าจะส่งผลต่อตัวแปรตาม ซึ่งน�ำเสนอค่า OR จากการ

วิเคราะห์อย่างหยาบ ไม่ว่าจะเป็นการศึกษารูปแบบใด  

จะมีข้อดีในการเปรยีบเทยีบขนาดของความสมัพนัธ์ท่ีได้

จากการวิเคราะห์แบบหลายตัวแปร(5) (รายละเอียดเพิ่ม

เติมในหัวข้อ 2.4)

	 การเลือกกลุ่มอ้างอิง หรือ reference group  

ในการวิเคราะห์ BLR ในการศึกษาแบบ Case-control 

หรือ Cohort study นิยมให้กลุ ่มที่มีความชุกหรือ 

อุบัติการณ์ของโรคต�่ำเป็นกลุ่มอ้างอิง เช่น การศึกษาว่า

เพศเป็นปัจจัยเสี่ยงของการพลัดตกหกล้มหรือไม่  

ซึ่งส่วนใหญ่เพศชายจะมีความชุกหรืออุบัติการณ์ต�่ำกว่า

เพศหญิง เพศชายจึงควรก�ำหนดให้เป็นกลุ ่มอ้างอิง  

และค่า OR ที่ได้ก็จะมากกว่า 1 และง่ายต่อการแปลผล

	 ทั้งน้ี เพื่อให้มีความเข้าใจเก่ียวกับข้ันตอน 

การวิเคราะห์และการแปลผล ขอยกตวัอย่างการวิเคราะห์

ปัจจัยทีส่มัพนัธ์กบัการพลดัตกหกล้มในผูส้งูอาย ุรปูแบบ

การวิจัยเป็นเชิงวิเคราะห์แบบภาคตัดขวาง (Cross- 

sectional analytic study) ในกลุ่มตัวอย่างที่เป็นผู้สูงอายุ 

18,818 ราย ซึง่ได้มาจากฐานข้อมลูการคัดกรองผู้สงูอายุ 

(Secondary data) ของจังหวัดแห่งหน่ึง ผลของการ

วิเคราะห์อย่างหยาบดังตารางที่ 1

ตารางที ่1 การวิเคราะห์ปัจจัยท่ีสมัพนัธ์กบัการพลดัตกหกล้มในผู้สงูอายดุ้วยการวิเคราะห์อย่างหยาบ หรือ การวิเคราะห์ทวินามอย่างง่าย

Table 1 Analysis of factors associated with falls in the elderly using crude analysis Simple binary logistic regression

	                                                              เคยพลัดตกหกล้ม	

	 ตัวแปร		  N 	             ใน 6 เดือนที่ผ่านมา	 COR	 95% CI COR	 p-value

			   (18,818)	 จ�ำนวน		  %	
เพศ								        <0.001*
	 ชาย		  8,326	 506		  6.1	 ref		
	 หญิง		  10,492	 902		  8.6	 1.5	 1.3, 1.6	
อายุ (ปี)						    
	 60-69		  10,467	 652		  6.2	 ref		
	 70-79		  6,037	 507		  8.4	 1.4	 1.2, 1.6	 <0.001*
	 80 ขึ้นไป		  2,314	 247		  10.8	 1.8	 1.6, 2.1	 <0.001*
การดื่มแอลกอฮอล	์						       0.862
	 ไม่ดื่ม		  15,149	 1,131		  7.5	 ref		
	 ดื่ม		  3,669	 277		  7.6	 1.1	 0.8, 1.2	
เส้นรอบเอว								        0.13*
	 ต�่ำ-ปกติ		  8,545	 684		  8.0	 ref		
	 สูงกว่าปกติ	 10,273	 724		  7.1	 0.8	 0.8, 0.9	
การทรงตัว								        <0.001*
	 ปกติ		  13,352	 759		  5.7	 ref		
	 บกพร่อง		  5,466	 649		  11.9	 2.2	 2.0, 2.5	

* ตัวแปรที่จะน�ำเข้าสู่การวิเคราะห์แบบหลายตัวแปร ที่มีค่า p-value<0.25 ตามค�ำแนะน�ำของ Hosmer & Lemeshow(6)
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การหาปัจจัยเส่ียงของการเกดิโรคหรือปัญหาสขุภาพ

	 การวิเคราะห์ความสมัพนัธ์อย่างหยาบท�ำได้ทัง้

การใช้ตารางการณ์จร (Contingency table) ในรูปตาราง 

2x2 และการใช้ SBLR คือมีตัวแปรต้นเพียงตัวเดียว 

กับตัวแปรตาม อย่างไรก็ตาม การใช้ตาราง 2x2  

ไม่สามารถใช้กรณีท่ีตัวแปรต้นมีค่ามากกว่า 2 ค่า เช่น  

ในตารางที ่1 ตัวแปรอาย ุซึง่มี 3 ค่า กรณนีีต้้องใช้ SBLR 

ในการวิเคราะห์ ค่าสถิติท่ีได้จากการวิเคราะห์ความ

สมัพนัธ์อย่างหยาบ เรยีกว่า crude OR (COR) การเลอืก

กลุ่มอ้างอิง หรือ reference group ในการวิเคราะห ์

เพื่อให้ได้ค่า COR ท่ีง่ายต่อการแปลผล คือ การเลือก

กลุม่อ้างองิท่ีมคีวามเสีย่งต�ำ่ๆ เช่น ในตารางท่ี 1 ผู้สงูอายุ  

ที่อายุน้อยจะเสี่ยงต่อการพลัดตกหกล้มน้อยกว่าคนที่ 

อายุมาก ดังนั้น กลุ่มอายุ 60-69 ปี จึงเป็นกลุ่มอ้างอิง

ของกลุ่ม 70-79 ปี และ 80 ปีข้ึนไป และค่า COR  

ทีไ่ด้กจ็ะมากกว่า 1 และแปลผลได้ว่า คนท่ีอาย ุ70-79 ปี 

มีความเสี่ยงมากกว่าคนที่ อายุ 60-69 ปี อยู่ 1.4 เท่า 

ทั้งน้ี นอกจากค่า COR และค่า p-value แล้ว ยังมีค่า 

95% CI (confident interval) ท่ีมีความส�ำคัญในการ 

แปลผล เป็นค่าที่ใช้ประมาณค่าไปหาประชากรแบบช่วง 

มี 2 ค่า คือ ค่าท่ีอยู่ช่วงล่าง (Lower) และช่วงบน  

(Upper) ค่า 95% CI มีความหมาย คือ การบ่งบอกว่า

ตัวแปรนั้นมีนัยส�ำคัญทางสถิติ คือ และเป็นช่วงที่คาดว่า 

ค่าพารามิเตอร์จริงในประชากรจะอยู่ในช่วงน้ี 95 ครั้ง  

ถ้าท�ำการทดลองแบบเดียวกันนี้ 100 ครั้ง ค่า 95% CI 

ที่มีช ่วงแคบ สะท ้อนความแม่นย�ำในการท�ำนาย  

และขนาดตัวอย่างที่เพียงพอ ผลที่บอกว่ามีนัยสําคัญ 

ทางสถิติ (p-value<0.05) อาจมีค่า OR ที่ต�่ำมาก ๆ ดัง

นั้น ค่า 95% CI ของ OR จึงควรแสดงไว้ทุกครั้งในการ 

น�ำเสนอผลการวิเคราะห ์ข ้อมูล ค ่า OR จะเป ็น 

การประมาณค่าแบบจุด และจะอยู่ระหว่างค่า 95%  

CI OR เสมอ บางครั้งการน�ำเสนอข้อมูลในตารางอาจ 

ไม่น�ำเสนอค่า p-value แต่จะน�ำเสนอค่า 95% CI แทน 

เพราะค่า 95% CI OR ที่ไม่คร่อม 1 แสดงว่าตัวแปรต้น

น้ันมีความสัมพันธ์กับตัวแปรตามอย่างมีนัยส�ำคัญ 

ทางสถิติ(5) 

	 2.2 การเลือกตัวแปรเริม่ต้นเพือ่น�ำเข้าสู่การ

วิเคราะห์แบบ MBLR

	 เป ้าหมายหน่ึงที่ส�ำคัญของการวิเคราะห ์ 

อย่างหยาบ คือ การเลือกตัวแปรเข้าสู ่การวิเคราะห ์

แบบหลายตัวแปร (Multivariable analysis) ในโมเดล

เริ่มต้น (Initial regression model) โดยพิจารณา 

จากตวัแปรทีมี่ค่า p-value น้อยกว่า 0.25 ตามค�ำแนะน�ำ

ของ Hosmer & Lemeshow(6) ซึ่งจากตารางที่ 1 ตัวแปร

ต้นที่จะน�ำเข้าสู่การวิเคราะห์แบบหลายตัวแปร มีจ�ำนวน 

4 ตัวแปร คือ เพศ อายุ เส้นรอบเอว และการทรงตัว  

ส ่วนตัวแปรการด่ืมแอลกอฮอล์จะท�ำการคัดออก  

เพราะมีค่า p-value มากกว่า 0.25 ดังนั้น การวิเคราะห์

อย่างหยาบ ต้องวิเคราะห์ตัวแปรต้นทุกตัวกบัตัวแปรตาม 

ทัง้น้ี การเลอืกตัวแปรต้นท่ีพจิารณาจากค่า p-value ด้วย

การวิเคราะห์ความสัมพันธ์อย่างหยาบ รวมทั้ง จากการ

ทบทวนวรรณกรรมที่เกี่ยวข้องที่ระบุว ่าตัวแปรน้ัน 

เป็นตัวแปรที่มีความสัมพันธ์กับตัวแปรตามหรือเป็น

ตัวแปรกวน หรืออาจเป็นตัวแปรที่เราสนใจที่มีแผน 

เพื่อน�ำผลการวิจัยไปใช้ ท้ังน้ี เพื่อให้การเลือกตัวแปร 

เข้าสูก่ารวิเคราะห์ในโมเดลเริม่ต้นมคีวามเหมาะสมทีส่ดุ

และเกิดประโยชน์จากการวิเคราะห์ข้อมูลสูงสุด

	 2.3 การตรวจสอบข้อตกลง (Assumption) 

ในการวิเคราะห์แบบ MBLR

	 ข้อตกลงเบือ้งต้นการวิเคราะห์ Logistic regres-

sion ที่ส�ำคัญ คือ 1) ตัวแปรต้นหรือตัวแปรอิสระไม่มี

ความสัมพันธ ์กัน (mul t icol l inear i ty) วิธีการ 

ของ Hosmer & lemeshow(6) แนะน�ำการทดสอบความ

สัมพันธ์กันของตัวแปรต้นโดยการหาค่า VIF (Variance 

Inflation Factor) ซึ่งค่า VIF ต้องไม่เกิน 10 วิธีการของ 

Burns and Grove(7) ใช้สถิติ Pearson correlation ดูจาก

ค่า r ไม่เกิน 0.65 และถ้าใช้เกณฑ์ ของ Stevens(8)  

ใช้ค่า r ไม่เกิน 0.80 ซึ่งในบทความนี้เลือกวิธีโดยการหา

ค่า VIF และ 2) ขนาดตัวอย่างต้องเพียงพอ สูตรการ

ค�ำนวณขนาดตัวอย่างที่นิยมใช้ คือ ของ Hsieh et al(9) 

หรือใช้สูตรการค�ำนวนขนาดตัวอย่างตามกฎ Rule of 

Thumb ที่ก�ำหนดให้ตัวแปรต้น 1 ตัวต่อ 10 เหตุการณ์
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หรือผู้ป่วย ยกตัวอย่าง เช่น ถ้าตัวแปรต้นที่เราจะท�ำการ

วิเคราะห์ด้วย Multivariable analysis มีอยู่ 7 ตัวแปร 

กลุ่มตัวอย่างต้องมีผู้ป่วยหรือที่มีเหตุการณ์ หรือ events 

ที่เราสนใจ อย่างน้อย 70 ราย(10)

	 2.4 การวิเคราะห์แบบหลายตัวแปร

	 การวิเคราะห์แบบหลายตวัแปร (Multivariable 

analysis) เรียกว่า MBLR ในกรณีท่ีไม่มีการจับคู่  

(Un-Matched case control) บางคนนิยมเรียกว่า Un-

conditional MBLR การวิเคราะห์โดยใช้ MBLR ที่มีการ

ควบคุมอิทธิพลหรือผลกระทบของตัวแปรอื่นๆ ใน 

Model ค่าสถิติที่ได้จึงเรียกว่าเป็น Adjusted OR (AOR) 

เม่ือได้ตัวแปรเร่ิมต้นจากการวิเคราะห์อย่างหยาบ 

(Crude analysis) แล้วจะมีการทดสอบความสัมพันธ์กัน

ของตัวแปรต้น (Multicollinearity) เพื่อหาค่า VIF 

(Variance inflation factor) หรือค่า r ซึ่งต้องไม่เกินที่

ก�ำหนดตามข้อตกลงเบื้องต้น จากนั้นจะท�ำการคัดเลือก

ตัวแปรเข้าสู่การวิเคราะห์หรือเรียกว่าการ fit model 

	 การ fit model ซึ่งมีอยู ่  4 เทคนิค คือ  

1) วิธีนําตัวแปรเข้าทั้งหมด (Enter regression) 2) วิธี

เพิ่มตัวแปร (Forward selection) 3) วิธีลดตัวแปร 

(Backward elimination) และ 4) วิธีเพิ่มตัวแปรอิสระ

แบบข้ันตอน (Stepwise selection) ซึ่งในแต่ละวิธ ี

มีข้ันตอนที่แตกต่างกันไป การเลือกแต่ละวิธีข้ึนอยู่กับ

วัตถุประสงค์หรือเป้าหมายในการวิเคราะห์ Logistic 

regression รวมทั้ง ความช�ำนาญของผู้ที่ท�ำการวิเคราะห์

ข้อมูล(11) รายละเอียดดังนี้ 

	 1) การเลือกตัวแปรโดยวิธีน�ำตัวแปรเข้า

ทั้งหมด (Enter regression) เป็นวิธีการเอาตัวแปรต้น 

ทุกตัวทั้งตัวแปรต้นท่ีมีความสัมพันธ์กับตัวแปรตาม 

อย่างมีนัยสําคัญทางสถิติและไม่มีนัยสําคัญทางสถิติ

เข้าไปวิเคราะห์ใน Model การคัดเลือกตัวแปรด้วยวิธีนี้ 

ตัวแปรต้นที่น�ำเข้าต้องพิจารณามาแล้วเป็นอย่างดี 

ว่าสมควรที่จะอยู่ใน Model ของการวิเคราะห์ข้อมูล 

ขั้นสุดท้าย (final model) 

	 2) วิธเีพิม่ตวัแปร (Forward selection) วิธกีาร

น้ี จะคดัเลอืกตัวแปรต้นทีม่คีวามสมัพนัธ์กบัตวัแปรตาม

มากท่ีสุดและมีนัยส� ำ คัญทางสถิ ติจะถูกคัดเลือก 

เข้าสู่การวิเคราะห์หรือเข้า Model ก่อน โดยพิจารณา 

จากค่าสัมประสิทธิ์ถดถอย (Regression coefficients  

หรอื ค่า B) หรอืค่า OR ทีไ่ด้จากการวิเคราะห์อย่างหยาบ 

จากน้ันจึงน�ำตัวแปรต้นที่มีความสัมพันธ์กับตัวแปร 

ตามอันดับรองลงมาและมีนัยส�ำคัญทางสถิติเข้า Model 

ตามล�ำดับ การน�ำตัวแปรต้นเข้า Model จะท�ำเช่นน้ี 

เรื่อยๆ ไปจนกระทั่งไม่มีตัวแปรต้นใดที่มีความสัมพันธ์

กับตัวแปรตามอีกแล้ว 

	 3) การเลือกตัวแปรโดยวิธีลดตัวแปร (Back-

ward elimination) เป็นวิธีการคัดเลือกตัวแปรต้น 

ออกจากสมการหรือออกจากการวิเคราะห์ในโปรแกรม 

ทีละตัว โดยเริ่มจากการนําตัวแปรต้นทุกตัวเข้าสู่สมการ 

แล้วจึงคัดเลือกตัวแปรต้นออกทีละตัว โดยตัวแปรต้น 

ที่มีความสัมพันธ์กับตัวแปรตามน้อยที่สุด ซึ่งพิจารณา

จากค่า p-value ที่มีค่ามากที่สุด จะถูกคัดออกก่อน 

	 4) 	วิธเีพิม่ตวัแปรอสิระแบบข้ันตอน (Stepwise 

selection) เป็นวิธีการคัดเลือกตัวแปรแบบผสมผสาน 

ระหว่างวิธกีารคัดเลอืกตวัแปรต้นทัง้แบบการเพิม่ตวัแปร 

และการลดตัวแปรเข้าด้วยกัน ซ่ึงรายละเอียดการ

วิเคราะห์ไม่ขอน�ำเสนอในบทความนี้ 

	 ทั้ ง น้ี  วิธีการคัดเลือกตัวแปรที่ เหมาะสม 

และคิดว่าท�ำได้ง่ายส�ำหรับบุคลากรสาธารณสุขหรือ 

นักวิจัยที่ยังไม่ค่อยมีประสบการณ์ด้านการวิเคราะห์ 

MBLR ที่แนะน�ำมี 2 วิธี คือ 1) วิธีนําตัวแปรเข้าทั้งหมด 

(Enter regression) และ 2) วิธีลดตัวแปร (Backward  

elimination) 

	 การพิจารณาเลือกตัวแปรไว้ในการวิเคราะห ์

ข้ันสุดท้าย (final model) มีอยู่ 2 แบบหลัก ได้แก่  

1) การคงไว ้เฉพาะตัวแปรท่ีมีนัยสําคัญทางสถิติ  

(significant predictor) และ 2) การคงตัวแปรที่มีนัย

สําคัญทางสถิติและไม่มีนัยสําคัญทางสถิติ (significant 

predictor+confounder) ซึ่งตัวแปรท่ีไม่มีนัยสําคัญทาง

สถิติน้ัน มักจะเป็นตัวแปรกวนหรือตัวแปรที่ต้องการ

ควบคุมอิทธิพล ซึ่งการคงตัวแปรกวนหรือตัวแปร 

ที่ต้องการควบคุมอิทธิพลไว้ในการวิเคราะห์สุดท้ายน้ัน 
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จะใช้เหตุผลด้านวิชาการจากการทบทวนวรรณกรรมท่ี

ผ่านมาว่าตัวแปรน้ันมีผลต่อตัวแปรตาม และการใช้

เหตุผลด้านสถิติ คือ ไม่สามารถถอดตัวแปรนั้นออกจาก

สมการ หรือ Model ได้เพราะถ้าถอดออกจะมีผลต่อค่า

สถิติ เช่น ค่า OR ของตัวแปรหลักท่ีเปล่ียนไปเกิน  

ร้อยละ 10(12,13) 

	 ตัวอย่างการวิเคราะห์แบบหลายตัวแปรโดยใช้ 

MBLR ในตารางที่ 2 เริ่มจากน�ำตัวแปรต้นที่ได้จากการ

วิเคราะห์อย่างหยาบ 4 ตัวแปร คือ เพศ อายุ เส้นรอบ

เอว และการทรงตัว ท�ำการวิเคราะห์ได้ค่า VIF เท่ากับ 

1.1-2.9 ซึ่งน้อยกว่า 10 จึงไม่เกิด Multicollinearity 

จากน้ันท�ำการวิเคราะห์แบบหลายตัวแปร ผลการวิเคราะห์ 

สุดท้าย พบว่าทั้ง 4 ตัวแปรมีความสัมพันธ์กับการ 

พลดัตกหกล้มอย่างมนัียส�ำคัญทางสถิติ (p-value<0.05) 

จึงไม่ได้คัดตัวแปรใดออกจากสมการหรือโมเดล 

ตารางที่ 2 การวิเคราะห์ปัจจัยที่สัมพันธ์กับการพลัดตกหกล้มในผู้สูงอายุด้วย Multiple binary logistic regression (MBLR)

Table 2 Analysis of factors associated with falls in the elderly using multiple logistic regression (MBLR)

	 	 	 จ�ำนวน		 เคยพลัดตกหกล้ม
	 ตัวแปร		 ตัวอย่าง	              ใน 6 เดือนที่ผ่านมา		 COR	 AOR	 95% CI	 p-value
			   (18,818)	 จ�ำนวน		  %				    AOR
เพศ										          <0.001
	 ชาย		  8,326	 506		  6.1		  ref	 ref		
	 หญิง		  10,492	 902		  8.6		  1.5	 1.7	 1.6, 2.3	
อายุ (ปี)							     
	 60-69		 10,467	 652		  6.2		  ref	 ref		
	 70-79		 6,037	 507		  8.4		  1.4	 1.2	 1.1, 1.3	 0.011
	 80 ขึ้นไป	 2,314	 247		  10.8		  1.8	 1.3	 1.1, 1.6	 0.001
เส้นรอบเอว									         <0.001
	 ต�่ำ-ปกติ	 8,545	 684		  8.0		  ref	 ref		
	 สูงกว่าปกติ	 10,273	 724		  7.1		  0.8	 1.5	 1.3, 1.7	
การทรงตัว										         <0.001
	 ปกติ		  13,352	 759		  5.7		  ref	 ref		
	 บกพร่อง	 5,466	 649		  11.9		  2.2	 2.0	 1.8, 2.3	

	 2.5 การตรวจสอบหรือประเมินความ 

เหมาะสมของการวิเคราะห์ข้อมูลหรือ Model 

	 สมการหรือ Model ที่ได้จะต้องมีการทดสอบ

ความเหมาะสมโดยพจิารณาความเป็นสารรปูสนิทด ีหรอื 

Goodness of fit สามารถกระท�ำได้ด้วยเทคนิควิธีต่าง ๆ 

บทความน้ีเสนอแนะเทคนิคการประเมินด้วย Hosmer 

and Lemeshow test เป็นการทดสอบโดยใช้สถิติ  

Chi-Square เพื่อดูว่าสมการหรือ Model ที่สร้างขึ้นนั้น 

มีความเหมาะสมหรือสามารถให้ค่าทํานายความน่าจะ

เป ็นของการเกิดเหตุการณ์สอดคล้องกับการเกิด

เหตุการณ์จริงที่ วัดได ้จากข ้อมูลที่ เก็บมาหรือไม ่  

ถ้าผลการทดสอบสถิติ Chi-Square ไม่มีนัยสําคัญ  

แสดงว่ายอมรับได้หรือมีความเหมาะสม ตัวอย่างใต้

ตารางที ่2 การทดสอบ Hosmer-Lemeshow goodness-

of-fit ได้ค่า p-value 0.187 แสดงว่า ทั้ง 4 ปัจจัย ที่อยู่

ใน model สุดท้ายมีความเหมาะสม หรือโมเดลเข้ากับ

ข้อมูลได้ดี (fit)

	 2.6 การประเมินประสิทธิภาพของสมการ

หรือ Model

	 ก า รประ เมิ นประสิ ทธิ ภ าพของสมการ 

ในการทํานายเป็นสิ่งจําเป็นถ้าเราต้องการนําแบบจําลอง

ที่ได้น้ันไปทํานายเหตุการณ์ เช่น การประเมินโมเดล 

ด้วยการหาค่าความแม่นย�ำในการท�ำนายและค่าจุดตัด 

(Cut-off) ที่เหมาะสมในการจ�ำแนกกลุ่มที่มีโอกาส 

Hosmer-Lemeshow goodness-of-fit ได้ค่า p-value=0.187
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พลัดตกหกล้มในผู้สูงอายุ โดยการหาพื้นที่ใต้โค้ง ROC 

(Receiver operating characteristics [ROC] curve)  

ในทํานองเดียวกันจุดตัด (cut off) เพื่อแยกความ 

แตกต่างกนัระหว่างคนทีมี่และไม่มโีอกาสพลดัตกหกล้ม 

สามารถนํามาคํานวณหาค่าความไว (sensitivity)  

ความจําเพาะ (specificity) ค่าความถกูต้อง (Accuracy) 

ได้ ซึ่งขออนุญาตไม่กล่าวถึงในการบทความนี้(14-16) 

3. การน�ำเสนอและแปลผลการวิเคราะห์ข้อมูล 

	 ในการน�ำเสนอผลการวิเคราะห์ข้อมูลจาก 

MBLR มักมีการน�ำเสนอค่า COR เปรียบเทียบ 

กับค่า AOR เพื่อให้เห็นความแตกต่างระหว่างผลการ

วิเคราะห์อย่างหยาบและการวิเคราะห์แบบหลายตัวแปร 

ส่วนการน�ำเสนอผลการศึกษาที่จะสรุปว่ามีปัจจัยใดบ้าง

สัมพันธ์กับการพลัดตกหกล้ม จะพิจารณาจากค่า AOR 

ค่า 95% CI AOR และค่า p-value รวมทั้ง การน�ำเสนอ

จ�ำนวน และร้อยละ ของแต่ละตัวแปรก็มีประโยชน์ 

ต ่อการน�ำผลการวิเคราะห ์ข ้อมูลไปใช ้ประโยชน ์

เช่นเดียวกัน ท้ังน้ี การแปลผลการวิเคราะห์ข้อมูล  

จากตารางที่ 2 รายละเอียดดังนี้ 

	 “การวิเคราะห์ปัจจัยที่สัมพันธ์กับการพลัดตก

หกล้มในผู้สูงอายุด้วยการวิเคราะห์แบบหลายตัวแปร  

พบว่าปัจจัยที่สัมพันธ์กับการพลัดตกหกล้มในผู้สูงอายุ

อย่างมนัียส�ำคญัทางสถติิ (p-value<0.05) จ�ำนวน 4 ปัจจัย 

ได้แก่ เพศ อายุ เส้นรอบเอว และการทรงตัวบกพร่อง 

กล่าวคือ ผู้สงูอายุเพศหญิงมโีอกาสพลดัตกหกล้มอยู่ 1.7  

เท่า เม่ือเปรยีบเทียบกบัผู้สงูอายเุพศชาย (95% CI AOR 

1.6, 2.3) ผู้สูงอายุ 70-79 ปี มีความเสี่ยงต่อการพลัด

ตกหกล้มเป็น 1.2 เท่า (95% CI AOR 1.1, 1.3) และ

ผู้สูงอายุ 80 ปีขึ้นไป มีความเสี่ยงต่อการพลัดตกหกล้ม

เป็น 1.3 เท่า (95% CI AOR 1.1, 1.6) เมื่อเปรียบ

เทียบกับคนที่อายุ 60-69 ปี คนที่เส้นรอบเอวสูงกว่า

ปกติ มีความเสี่ยงต่อการพลัดตกหกล้มเป็น 1.5 เท่า 

(95% CI AOR 1.3, 1.7) เมื่อเปรียบเทียบกับคนที่เส้น

รอบเอวต�่ำ-ปกติ ผู้สูงอายุทรงตัวบกพร่อง มีความเสี่ยง

ต่อการพลัดตกหกล้มเป็น 2.0 เท่า (95% CI AOR 1.8, 

2.3) เมื่อเปรียบเทียบกับคนที่มีการทรงตัวปกติ การ

ประเมินความเหมาะสมของ Model ด้วยวิธี Hosmer- 

Lemeshow goodness-of-fit ได้ค่า p-value 0.187 

สะท้อนว่าโมเดลเข้ากับข้อมูลได้ดี (Fit)” อย่างไรก็ตาม 

การน�ำเสนอ และการแปลผลการวิเคราะห์ข้อมูล ขึ้นอยู่

กับสไตล์ ประสบการณ์ของผู้วิเคราะห์ข้อมูล หรือเป้า

หมายการน�ำผลการวิเคราะห์ข้อมูลไปใช้ หากเป็น

บทความวิจัยที่ต้องเผยแพร่ในวารสารอาจข้ึนอยู่กับรูป

แบบที่วารสารก�ำหนด

	 ค่า OR เป็นค่าที่สะท้อนความหนักแน่นของ

ความสัมพันธ์ระหว่างตัวแปรต้นกับตัวแปรตาม ตัวแปร

ต้นใดที่มีค่า OR มากกว่า แสดงว่ามีความสัมพันธ ์

กับตัวแปรตามมากกว่า อาจน�ำไปสู่การให้ข้อเสนอแนะ

ในการเลือกปัจจัยน้ันเป็นอันดับต้นๆ (priority)  

เพื่อวางแผนหรือออกแบบมาตรการในการป้องกันหรือ

แก้ไขปัญหา ระดบัความหนักแน่นของความสมัพนัธ์(8,17)  

รายละเอียดดังตารางที่ 3

ตารางที่ 3 เกณฑ์ระดับความหนักแน่นของความสัมพันธ์ (Strength of Association)

Table 3 Criteria for the strength of association

	 	 ค่า OR		  ระดับความสัมพันธ์

	 1.00-1.49	 อ่อน (Weak)

	 1.50-2.99	 ปานกลาง (Moderate)

	 ≥3.00		  สูง (Strong)

	 ข้อสังเกต จากตารางที่ 2 ตัวแปร “เส้นรอบ

เอว” จากการวิเคราะห์อย่างหยาบ พบว่าไม่มีความ

สัมพันธ์กับการพลัดตกหกล้ม แต่ในการวิเคราะห์แบบ

หลายตัวแปร หรือการวิเคราะห์ท่ีค�ำนึงถึงอิทธิพล 

ของปัจจยัอ่ืน พบว่ามคีวามสมัพนัธ์กับการพลดัตกหกล้ม 

น่ันสะท้อนว่าผู้สูงอายุท่ีเส้นรอบเอวเกินจะมีความเสี่ยง

ต่อการพลัดตกหกล้มหรือไม่ อาจข้ึนอยู่กับปัจจัยอ่ืนๆ 

เช่น เพศ อายุ และการทรงตัว ผลจากการวิเคราะห์น้ี  
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ชี้ให้เห็นถึงความส�ำคัญของการวิเคราะห์หาปัจจัยเสี่ยง

หรือการวิเคราะห์หาความสัมพันธ์แบบหลายตัวแปร 

ด้วย MBLR ซึ่งจะท�ำให้ได้ผลการศึกษาหรือข้อสรุป 

ที่น่าเชื่อถือ 

วิจารณ์
	 การวิเคราะห์หาปัจจัยเสี่ยงของการเกิดโรค 

หรือปัญหาสุขภาพด้วยเทคนิคการวิเคราะห์ถดถอย 

โลจิสติกพหุแบบทวิ (MBLR) จะท�ำให้ได้ผลการศึกษา

หรือข้อสรุปท่ีถูกต้อง และน่าเชื่อถือยิ่งข้ึน ถึงแม้อาจ 

มหีลายข้ันตอนและข้อตกลงทีต้่องค�ำนึงถงึ แต่เป็นวิธกีาร

ทีท่�ำได้ไม่ยากนัก โดยใช้โปรแกรมส�ำเร็จรปูช่วยวิเคราะห์ 

เช่น SPSS, STATA หรือ R ขนาดตัวอย่างต้องเพียงพอ

กับจ�ำนวนตัวแปรหรือปัจจัยเสี่ยงท่ีจะท�ำการวิเคราะห์ 

หากมีจ�ำนวนน้อยอาจจะเกดิ Over estimate ได้ค่า OR มาก 

และอาจมค่ีา 95% CI ทีก่ว้าง การวางแผนเกบ็ข้อมูลหรอื

ออกแบบการวิเคราะห์ ควรค�ำนึงถึงข้อตกลง ทั้งขนาด

ตัวอย่าง รวมถึง Multicollinearity การอธิบายความ

สัมพันธ์ระหว่างปัจจัยเสี่ยงและการเกิดโรค อาจค�ำนึงถึง

ข้อจ�ำกัดของรูปแบบการวิจัย โดยเฉพาะการวิจัยแบบ 

ภาคตัดขวาง Cross-sectional study ที่เป็นการวัดปัจจัย

เสี่ยงและการเกิดโรคพร้อมๆ กัน ไม่สามารถระบุความ

เป็นเหตุเป็นผลได้อย่างชัดเจน การพิจารณาปัจจัยเสี่ยง

ด้วยน�้ำหนักของค่า OR ควบคู่กับค่า 95% CI รวมทั้ง 

จ�ำนวนและร้อยละของปัจจัยต่างๆ จ�ำแนกตามกลุม่ป่วย-

ไม่ป่วย จะช่วยให้ตัดสินใจเกี่ยวกับการน�ำตัวแปรหรือ

ปัจจัยเสี่ยงน้ันไปออกแบบการวางแผนด�ำเนินงานได้

อย่างมั่นใจยิ่งขึ้น

สรุป
	 การวิเคราะห์หาปัจจัยเสีย่งของการเกดิโรคหรอื

ปัญหาสุขภาพด้วยการวิเคราะห์ข้อมูลอย่างเหมาะสม  

มีความส�ำคัญอย่างยิ่ง การวิเคราะห์แบบหลายตัวแปร 

ด้วยเทคนิคการวิเคราะห์ MBLR เป็นวิธีการทางสถิติ 

ที่ นิยมใช ้มากในการวิจัยทางด ้านการแพทย ์และ

สาธารณสุข ส�ำหรับวิเคราะห์ข ้อมูลที่ ตัวแปรตาม 

เป็นตัวแปรแจงนับ (Categorical variable) มีค่าได้เพียง 

2 ค่า (Dichotomous) ส่วนตวัแปรต้นเป็นตัวแปรแจงนับ 

(Categorical variable) ที่อาจมีมากกว่า 2 ค่า หรือเป็น

ตัวแปรต่อเนื่อง (Continuous data) ก็ได้ วัตถุประสงค์

การวิเคราะห์ คือ เพื่อหาปัจจัยเสี่ยง และเพื่อสร้าง 

สมการทํานายเหตุการณ์ ประเด็นหลักของการวิเคราะห ์

โดยใช้ MBLR คือการอธิบายความสัมพันธ์ระหว่าง

ตัวแปรต้นกับตัวแปรตามท่ีมีการควบคุมอิทธิพล 

จากปัจจัยอื่น ๆ จะท�ำให้ได้ผลการศึกษาหรือข้อสรุป 

ที่ถูกต้อง และน่าเชื่อถือ สามารถน�ำผลการศึกษาไป

วางแผน ส่งเสริม ป้องกัน และควบคุมโรคอย่างมี

ประสทิธภิาพ

ข้อเสนอแนะ

	 เทคนิคการวิเคราะห์ MBLR เพื่อปัจจัยเสี่ยง

ของการเกิดโรคหรือปัญหาสุขภาพ มีข้อเสนอแนะเพื่อ

การน�ำไปใช้ดังนี้ 

	 1)	ควรพจิารณาน�ำเทคนิคการวิเคราะห์ถดถอย

โลจิสติกแบบทวิ ไปวิเคราะห์หาปัจจัยเสี่ยงของการเกิด

โรคหรือความสมัพนัธ์ของปัจจยัต่าง ๆ  จะท�ำให้ได้ผลการ

ศึกษาหรือข้อสรุปที่ถูกต้อง และน่าเชื่อถือยิ่งขึ้น

	 2) การวิเคราะห์ถดถอยโลจิสติกแบบพหุ  

มีข้อตกลงที่ส�ำคัญท่ีต้องค�ำนึงถึง คือ ขนาดตัวอย่าง 

ต้องเพียงพอกับจ�ำนวนตัวแปรหรือปัจจัยเสี่ยงที่จะ 

ท�ำการวิเคราะห์ และระมัดระวังความสัมพันธ์กันสูง 

ของตัวแปรต้น (Multicollinearity)
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