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ของส�ำนกัระบาดวทิยากรมควบคมุโรค กระทรวงสาธารณสขุ กรงุเทพมหานคร ซึง่บนัทกึข้อมลูเป็นรายเดอืนตัง้แต่
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Abstract

Objective this reseach was objected to determine the optimal model for forecasting the 

number of Chicken pox in Chiang Mai. 

Methods Data to be used in this study was secondary data which monthly collected from the 

Bureau of Epidemiology, Department of Disease Control, Ministry of Public Health, Bangkok. since 

May, 2009 to August, 2015 and analyzed with Box-Jenkins method. Criteria to be measured the 

accuracy of forecasting was the root mean square error (RMSE), the mean absolute percentage 

error (MAPE) and the mean absolute error (MAE). 

Results The result of study showed that the optimal model for forecasting the number of 

Chicken pox in Chiang Mai was the ARIMA(0,1,0)(1,1,1)
12
. 

Conclusions The Box-Jenkins model capably forecasted the number of Chicken pox in Chiang 

Mai also assembly designed to protect and control the diseases in the future. 
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บทน�ำ 
การพยากรณ์โรคและภยัสขุภาพเป็นมาตรการ

หนึ่งที่ถูกบรรจุไว้ในแผนยุทธศาสตร์ของกรมควบคุม
โรค เพื่อคุ ้มครองสุขภาพของประชาชนในลักษณะ
ของการคาดการณ์หรือการท�ำนายล่วงหน้าเกี่ยวกับ
โรคและภัยสุขภาพต่าง ๆ ที่จะเกิดขึ้นในรอบปี ซึ่งมี
เป้าหมายหลักเพื่อให้ทุกหน่วยงานท่ีเกี่ยวข้องทั้งส่วน
กลางและภูมิภาคสามารถพยากรณ์โรคและภัยสุขภาพ
ล่วงหน้าได้ โดยเลือกใช้เทคนิคการพยากรณ์ส�ำหรับ
โรคที่เกิดขึ้นตามฤดูกาล โรคระบาดที่เกิดขึ้นได้ตลอด
ทั้งปี ซึ่งจะสามารถพยากรณ์จ�ำนวนผู้ป่วยท่ีจะเกิด
ขึ้นมากน้อยเท่าไหร่ จะท�ำให้สามารถวางแผนป้องกัน
และเตรียมรับมือกับโรคที่จะเกิดขึ้นได้เพื่อลดจ�ำนวน
ผู้ป่วยท่ีจะเกิดขึ้นได้การพยากรณ์จ�ำนวนผู้ป่วยที่จะ
เกิดในช่วงเวลาต่าง ๆ เป็นเครื่องมือที่ช่วยพยากรณ์
จ�ำนวนผู้ป่วย ในอนาคตได้เนื่องจากการพยากรณ์นั้น
มีประโยชน์และความส�ำคัญต่อการวางแผนด�ำเนนิงาน
เกี่ยวกับโรคต่าง ๆ มาก ตัวแบบพยากรณ์ที่ใช้เทคนิค
การวิเคราะห์อนุกรมเวลามีหลายวิธีถูกน�ำมาใช้ในการ
พยากรณ์จ�ำนวนผู้ป่วย ซึ่งการพิจารณาประสิทธิภาพ
ของแต่ละวิธีจะพิจารณาจากค่าคลาดเคลื่อนน้อยที่สุด
ของการพยากรณ์ และหนึง่ในวธิทีีผู่ว้จิยัส่วนใหญเลอืก
ใช้คอื วธิบีอ็กซ์-เจนกนิส์ (Box-Jenkins) ซ่ึงเป็นวธิท่ีีใช้
ง่าย ง่ายต่อการเข้าใจ

จากการวิ เคราะห์สถานการณ์โรคสุกใส
ระหว่างปี พ.ศ.2552 ถึงปี พ.ศ.2558 แนวโน้มการ
เกิดโรคสุกใสจะเป็นโรคที่มีแนวโน้มเกิดเพ่ิมขึ้นอย่าง
ต่อเนื่องเป็น 1.3 เท่า ภาคท่ีมีอัตราการเป็นโรคสุกใส
สงูสดุคอื ภาคเหนอื รองลงมาคอืภาคกลางภาคใต้ และ
ภาคตะวันออกเฉียงเหนือ การถ่ายทอดโรคสุกใสนั้น
จะเกิดในสถานที่ที่มีคนอยู่รวมกันเป็นจ�ำนวนมาก ๆ 
ดังนั้นวิธีป้องกันการถ่ายทอดโรคจึงต้องพยายามแยก
ผู้ป่วยออกจากผู้อ่ืนโดยเร็ว เน่ืองจากไม่มีระบบการให้
วัคซีนป้องกันโรคสุกใสเพื่อป้องกันการแพร่เชื้อซึ่งการ
ควบคุมโรคจะได้ผลดีหรือไม่นั้นจะต้องอาศัยระบบ
เฝ้าระวังโรคที่มีคุณภาพโดยจะต้องมีการรายงานหรือ

ระบบการแจ้งข่าวที่รวดเร็ว มิฉะนั้นแล้วจะไม่สามารถ
ยับยั้งการแพร่ระบาดของโรคได้ ถึงแม้โรคสุกใสจะไม่
ก่อให้เกดิความรนุแรงในคนทัว่ ๆ  ไป แต่ในคนบางกลุ่ม
ถือว่าเป็นกลุ่มเสี่ยงต่อการท�ำให้เกิดภาวะแทรกซ้อน
ซึ่งอาจจะเป็นอันตรายถึงแก่ชีวิตได้ กลุ่มเสี่ยงดังกล่าว 
ได้แก่ ผู้ที่มีภูมิคุ้มกันบกพร่องแต่ก�ำเนิด ผู้ที่กินยากด
ภูมิต้านทาน ทารกแรกเกิด สตรีมีครรภ์ ผู้สูงอายุที่
ป่วยเป็นโรคเบาหวาน ผู้ป่วยโรคมะเร็ง ผู้ป่วยที่อยู่
ระหว่างการรักษาด้วยเคมีบ�ำบัดหรือรังสีรักษา ผู้ป่วย
โรคภูมิคุ้มกันบกพร่อง กลุ่มเสี่ยงเหล่านี้ควรจะได้รับ
การดูแลเป็นพิเศษทั้งก่อนการติดเชื้อหรือเมื่อติดเช้ือ
ไปแล้ว (ส�ำนักระบาดวิทยา, 2558)

ดังนั้น เพื่อให้ได้วิธีการพยากรณ์ที่เหมาะ
และง่ายต่อการน�ำไปใช้ส�ำหรับการพยากรณ์จ�ำนวน
ผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ เนื่องจากเป็น
หัวเมืองใหญ่ของประเทศไทยและมีอัตราการเป็นโรค
สุกใสสูงสุดจึงน�ำไปสู่ความสนใจของผู้วิจัยที่จะท�ำการ
หาตัวแบบสมการที่เหมาะที่สุดด้วยวิธีบ็อกซ์-เจนกินส์ 
เพ่ือให้ได้ตัวแบบสมการท่ีเหมาะท่ีมีความแม่นย�ำ ซ่ึง
ปัจจุบันยังไม่เคยมีการพยากรณ์จ�ำนวนผู้ป่วยด้วยวิธี
ดงักล่าว เพ่ือให้ทราบถงึจ�ำนวนผูป่้วยโรคสกุใสทีจ่ะเกดิ
ขึ้นในอนาคต โดยสามารถน�ำข้อมูลท่ีได้ไปใช้ประกอบ
การวางแผนเพื่อหาแนวทางป้องกันและควบคุมโรคที่
จะเกิดขึ้น

วัตถุประสงค์การวิจัย
เพื่อหาตัวแบบพยากรณ์ที่เหมาะส�ำหรับการ

พยากรณ์จ�ำนวนผู้ป่วยโรคสุกใสในจังหวัดเชยีงใหม่ด้วย
วิธีบ็อกซ์-เจนกินส์

วิธีการศึกษา

ล�ำดับการศึกษามีขั้นตอนดังนี้

การจัดเตรียมข้อมูล

การวจัิยนีมุ้ง่เน้นเพ่ือท�ำศกึษาวธิกีารพยากรณ์

อนุกรมเวลาด้วยวิธีบ็อกซ์-เจนกินส์กับข้อมูลจ�ำนวน

ผู้ป่วยท่ีเป็นโรคสุกใสในจังหวัดเชียงใหม่ ข้อมูลที่น�ำ
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มาท�ำการวิเคราะห์เป็นข้อมูลจ�ำนวนผู้ป่วยย้อนหลัง 

จากรายงานของส�ำนักระบาดวิทยา กรมควบคุมโรค 

กระทรวงสาธารณสขุ กรงุเทพมหานคร ลักษณะข้อมลู

จ�ำแนกเป็นรายเดอืนตัง้แต่เดอืนพฤษภาคม พ.ศ.2552 

ถึงเดือนสิงหาคม พ.ศ.2558 และท�ำการพยากรณ์

จ�ำนวนผู้ป่วยในอนาคตอีก 3 เดือนคือ เดือนกันยายน

ถึงเดือนพฤศจิกายน เทียบกับจ�ำนวนผู้ป่วยจริง

การศึกษาความเคลื่อนไหวของอนุกรมเวลา

เพื่อพิจารณาเบ้ืองต้นว่าอนุกรมนั้นมีลักษณะ

แบบใด ท�ำการทดสอบองค์ประกอบแนวโน้มและ

ความแปรผันตามฤดูกาลโดยพิจารณาจากกราฟ

อัตสหสัมพันธ์ (Auto Correlation Function: ACF) 

และกราฟอัตสหสัมพันธ์บางส่วน (Partial Auto 

Correlation Function: PACF) 

การวิเคราะห์ข้อมูลทางสถิติ

การวเิคราะห์ในงานวจิยันีท้�ำโดยการพยากรณ์

อนุกรมเวลาด้วยการสร้างตัวแบบพยากรณ์ด้วยวิธีบ็

อกซ์-เจนกินส์ วิเคราะห์ข้อมลูโดยใช้โปรแกรมส�ำเรจ็รปู 

MINITAB 14

วิธีบ็อกซ์-เจนกินส์ (Box-Jenkins)

ตัวแบบบ็อกซ์-เจนกินส์เป็นตัวแบบท่ีอธิบาย

อนุกรมเวลาเป็นฟังก์ชันเชิงเส้นของค่าสังเกตในอดีต

และการรบกวนท้ังในอดตีและปัจจบัุน ซึง่การพยากรณ์

โดยใช้ตวัแบบ ARIMA เป็นวธิกีารสร้างสมการพยากรณ์

อนุกรมเวลาโดยการก�ำหนด ARIMA ซ่ึงเป็นรูปแบบ

ที่อธิบายลักษณะการเคลื่อนไหวของอนุกรมเวลาที่

ค่าสังเกตมีสหสัมพันธ์กันแบบออโตและสเตชันนารี

ซึ่งสามารถใช้ได้กับข้อมูลท่ีมีลักษณะเคลื่อนไหวทุก

ประเภทและให้ผลการพยากรณ์ท่ีค่อนข้างแม่นย�ำ

กว่าวิธีการพยากรณ์แบบอื่น ๆ ส�ำหรับขั้นตอนการ

วิเคราะห์อนุกรมเวลาของวิธีบ็อกซ์-เจนกินส์ (คณินทร์ 

ธีรภาพโอฬาร, 2558) มีดังนี้

ขั้นตอนที่ 1 ตรวจสอบข้อมูลเพื่อพิจารณาว่า

อนุกรมเวลาเป็นสเตชันนารีและพิจารณาอนุกรมเวลา

ว่าได้รับผลกระทบจากอิทธิพลของฤดูกาลหรือไม่ โดย

จะพิจารณาจากกราฟฟังก์ชันอัตสหสัมพันธ์ (Auto 

Correlation Function: ACF) และกราฟฟังก์ชัน

อัตสหสัมพันธ์บางส่วน (Partial Auto Correlation 

Function: PACF) ส�ำหรับอนุกรมเวลาท่ีได้รับผลก

ระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการ

เปลี่ยนแปลงขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับ

การเปลี่ยนแปลงที่เกิดขึ้นในอดีต

ข้ันตอนที่ 2 การก�ำหนดตัวแบบของการ

พยากรณ์ (Model Identification) ซึง่เป็นขัน้ตอนการ

พจิารณาว่าตวัแบบใดเหมาะท่ีสดุกบัข้อมลูของข้อมูลท่ี

น�ำมาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 

PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L

ข้ันตอนท่ี 3 การประมาณค่าพารามิเตอร์ 

(Parameter Estimation) ของรูปแบบที่ก�ำหนดด้วย

วิธีความควรจะเป็นสูงสุด (Maximum Likelihood) 

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสม

ของตัวแบบ (Diagnostic Checking) จะมีการตรวจ

สอบความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้น

หรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้

1. ตรวจสอบการแจกแจงปรกติ

2.ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ

3. ตรวจสอบค่าคลาดเคล่ือนมคีวามแปรปรวน

คงที่

4. ตรวจสอบผลรวมค่าคลาดเคลื่อน

แต่ถ้าหากตัวแบบที่ก�ำหนดไม่มีเหมาะสมจะ

ต้องมีการก�ำหนดตัวแบบในขั้นตอนที่ 2 ใหม่

ข้ันตอนที่ 5 การพยากรณ์ (Forecasting) 

เมื่อตัวแบบอนุกรมที่เลือกผ่านการตรวจสอบข้อสมมุติ

ส�ำหรบัความเหมาะสมของตัวแบบเรยีบร้อยแล้ว ซ่ึงจะ

ได้สมการพยากรณ์ค่าประมาณพารามิเตอร์ส�ำหรับตัว

แบบท่ัวไปของการพยากรณ์นั่นคือ Autoregressive 
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Integressive Moving Average :ARIMA (p, d, q)(P, D, Q) ซึ่งสามารถแสดงได้ดังสมการที่ 1 (Bowerman 

and O’Connell, 2005)

โดยที่		  แทนอนุกรมเวลา ณ เวลา t

		  แทนอนุกรมเวลาของค่าคลาดเคลื่อนที่มีการแจกแจงปรกติและเป็นอิสระกันด้วยค่า

เฉลี่ยเท่ากับ 0 และความแปรปรวนเท่ากับ 

	 แทนค่าคงตัว โดยที ่µ แทนค่าเฉล่ียของอนกุรมเวลาทีม่ลัีกษณะคงที่ 

(Stationary) 

	 แทนตัวด�ำเนนิการด�ำเนนิการสหสมัพนัธ์ในตัวเองแบบ

ไม่มีฤดูกาลอันดับที่ p (Non-Seasonal Autoregressive Operator of Order p: AR(p))

		  แทนตัวด�ำเนินการสหสัมพันธ์ในตัวเองแบบมีฤดูกาล

อันดับที่ P (Seasonal Autoregressive Operator of Order p: SAR(P))Ø

	 แทนตวัด�ำเนนิการเฉลีย่เคลือ่นทีแ่บบไม่มฤีดกูาล

อันดับที่q (Non-Seasonal Moving Average Operator of Order p: MA(q))

	 แทนตัวด�ำเนินการเฉล่ียเคล่ือนที่แบบมีฤดูกาล

อันดับที่ Q (Non-Seasonal Moving Average Operator of Order p: SMA(Q))

	 t	 แทนคาบเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง n
1
 แทนจ�ำนวนข้อมูลในอนุกรมเวลาชุดที่ 1

	 s	 แทนจ�ำนวนคาบของฤดูกาล

	 d และ D แทนผลต่างภายในและระหว่างฤดูกาล ตามล�ำดับ

	 B	 แทนตัวด�ำเนินการถอยหลัง (Backward Operator) โดยที่ 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนที่ 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เม่ือตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์นั่นคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 

          1 1
Dds s s

P p t q Q tB B B B X B B u      (1)

 
โดยที่  tX  แทนอนุกรมเวลา ณ เวลา t 
 tu  แทนอนุกรมเวลาของค่าคลาดเคลื่อนท่ีมีการแจกแจงปรกติและเป็นอิสระกันด้วยค่าเฉล่ียเท่ากับ 0 
และความแปรปรวนเท่ากับ 2

u  
    S

p PB B     แทนค่าคงตัว โดยที่   แทนค่าเฉลี่ยของอนุกรมเวลาที่มีลักษณะคงที่ 
(Stationary)  
   2

1 21 p
p pB B B B        แทนตัวดําเนินการดําเนินการสหสัมพันธ์ในตัวเองแบบไม่มี

ฤดูกาลอันดับที่ p (Non-Seasonal Autoregressive Operator of Order p: AR(p)) 
   2

1 21 q
q qB B B B       แทนตัวดําเนินการสหสัมพันธ์ในตัวเองแบบมีฤดูกาลอันดับที่ P 

(Seasonal Autoregressive Operator of Order p: SAR(P)) 
   2

1 21s s PS
P PB B B B      แทนตัวดําเนินการเฉลี่ยเคลื่อนที่แบบไม่มีฤดูกาลอันดับที่

q (Non-Seasonal Moving Average Operator of Order p: MA(q)) 
   2

1 21s s QS
Q QB B B B     แทนตัวดําเนินการเฉล่ียเคลื่อนที่แบบมีฤดูกาลอันดับที่ Q 

(Non-Seasonal Moving Average Operator of Order p: SMA(Q)) 
 t แทนคาบเวลา ซึ่งมีค่าต้ังแต่ 1 ถึง n1 แทนจํานวนข้อมูลในอนุกรมเวลาชุดท่ี 1 
 s แทนจํานวนคาบของฤดูกาล 
 dและ D แทนผลต่างภายในและระหว่างฤดูกาล ตามลําดับ 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนที่ 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เม่ือตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์นั่นคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 

          1 1
Dds s s

P p t q Q tB B B B X B B u      (1)

 
โดยที่  tX  แทนอนุกรมเวลา ณ เวลา t 
 tu  แทนอนุกรมเวลาของค่าคลาดเคลื่อนท่ีมีการแจกแจงปรกติและเป็นอิสระกันด้วยค่าเฉล่ียเท่ากับ 0 
และความแปรปรวนเท่ากับ 2

u  
    S

p PB B     แทนค่าคงตัว โดยที่   แทนค่าเฉลี่ยของอนุกรมเวลาที่มีลักษณะคงที่ 
(Stationary)  
   2

1 21 p
p pB B B B        แทนตัวดําเนินการดําเนินการสหสัมพันธ์ในตัวเองแบบไม่มี

ฤดูกาลอันดับที่ p (Non-Seasonal Autoregressive Operator of Order p: AR(p)) 
   2

1 21 q
q qB B B B       แทนตัวดําเนินการสหสัมพันธ์ในตัวเองแบบมีฤดูกาลอันดับที่ P 

(Seasonal Autoregressive Operator of Order p: SAR(P)) 
   2

1 21s s PS
P PB B B B      แทนตัวดําเนินการเฉลี่ยเคลื่อนที่แบบไม่มีฤดูกาลอันดับที่

q (Non-Seasonal Moving Average Operator of Order p: MA(q)) 
   2

1 21s s QS
Q QB B B B     แทนตัวดําเนินการเฉล่ียเคลื่อนที่แบบมีฤดูกาลอันดับที่ Q 

(Non-Seasonal Moving Average Operator of Order p: SMA(Q)) 
 t แทนคาบเวลา ซึ่งมีค่าต้ังแต่ 1 ถึง n1 แทนจํานวนข้อมูลในอนุกรมเวลาชุดท่ี 1 
 s แทนจํานวนคาบของฤดูกาล 
 dและ D แทนผลต่างภายในและระหว่างฤดูกาล ตามลําดับ 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนที่ 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เม่ือตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์นั่นคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 

          1 1
Dds s s

P p t q Q tB B B B X B B u      (1)

 
โดยที่  tX  แทนอนุกรมเวลา ณ เวลา t 
 tu  แทนอนุกรมเวลาของค่าคลาดเคลื่อนท่ีมีการแจกแจงปรกติและเป็นอิสระกันด้วยค่าเฉล่ียเท่ากับ 0 
และความแปรปรวนเท่ากับ 2

u  
    S

p PB B     แทนค่าคงตัว โดยที่   แทนค่าเฉลี่ยของอนุกรมเวลาที่มีลักษณะคงที่ 
(Stationary)  
   2

1 21 p
p pB B B B        แทนตัวดําเนินการดําเนินการสหสัมพันธ์ในตัวเองแบบไม่มี

ฤดูกาลอันดับที่ p (Non-Seasonal Autoregressive Operator of Order p: AR(p)) 
   2

1 21 q
q qB B B B       แทนตัวดําเนินการสหสัมพันธ์ในตัวเองแบบมีฤดูกาลอันดับที่ P 

(Seasonal Autoregressive Operator of Order p: SAR(P)) 
   2

1 21s s PS
P PB B B B      แทนตัวดําเนินการเฉลี่ยเคลื่อนที่แบบไม่มีฤดูกาลอันดับที่

q (Non-Seasonal Moving Average Operator of Order p: MA(q)) 
   2

1 21s s QS
Q QB B B B     แทนตัวดําเนินการเฉล่ียเคลื่อนที่แบบมีฤดูกาลอันดับที่ Q 

(Non-Seasonal Moving Average Operator of Order p: SMA(Q)) 
 t แทนคาบเวลา ซึ่งมีค่าต้ังแต่ 1 ถึง n1 แทนจํานวนข้อมูลในอนุกรมเวลาชุดท่ี 1 
 s แทนจํานวนคาบของฤดูกาล 
 dและ D แทนผลต่างภายในและระหว่างฤดูกาล ตามลําดับ 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนท่ี 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เมื่อตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์นั่นคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 
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(Non-Seasonal Moving Average Operator of Order p: SMA(Q)) 
 t แทนคาบเวลา ซึ่งมีค่าต้ังแต่ 1 ถึง n1 แทนจํานวนข้อมูลในอนุกรมเวลาชุดท่ี 1 
 s แทนจํานวนคาบของฤดูกาล 
 dและ D แทนผลต่างภายในและระหว่างฤดูกาล ตามลําดับ 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนที่ 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เม่ือตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์น่ันคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 
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ฤดูกาลอันดับที่ p (Non-Seasonal Autoregressive Operator of Order p: AR(p)) 
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q (Non-Seasonal Moving Average Operator of Order p: MA(q)) 
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Q QB B B B     แทนตัวดําเนินการเฉล่ียเคลื่อนที่แบบมีฤดูกาลอันดับที่ Q 

(Non-Seasonal Moving Average Operator of Order p: SMA(Q)) 
 t แทนคาบเวลา ซึ่งมีค่าต้ังแต่ 1 ถึง n1 แทนจํานวนข้อมูลในอนุกรมเวลาชุดท่ี 1 
 s แทนจํานวนคาบของฤดูกาล 
 dและ D แทนผลต่างภายในและระหว่างฤดูกาล ตามลําดับ 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนที่ 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เม่ือตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์นั่นคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 
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p pB B B B        แทนตัวดําเนินการดําเนินการสหสัมพันธ์ในตัวเองแบบไม่มี

ฤดูกาลอันดับที่ p (Non-Seasonal Autoregressive Operator of Order p: AR(p)) 
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(Non-Seasonal Moving Average Operator of Order p: SMA(Q)) 
 t แทนคาบเวลา ซึ่งมีค่าต้ังแต่ 1 ถึง n1 แทนจํานวนข้อมูลในอนุกรมเวลาชุดท่ี 1 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนที่ 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เม่ือตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์นั่นคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 

          1 1
Dds s s

P p t q Q tB B B B X B B u      (1)

 
โดยที่  tX  แทนอนุกรมเวลา ณ เวลา t 
 tu  แทนอนุกรมเวลาของค่าคลาดเคลื่อนท่ีมีการแจกแจงปรกติและเป็นอิสระกันด้วยค่าเฉล่ียเท่ากับ 0 
และความแปรปรวนเท่ากับ 2

u  
    S

p PB B     แทนค่าคงตัว โดยที่   แทนค่าเฉลี่ยของอนุกรมเวลาที่มีลักษณะคงที่ 
(Stationary)  
   2

1 21 p
p pB B B B        แทนตัวดําเนินการดําเนินการสหสัมพันธ์ในตัวเองแบบไม่มี

ฤดูกาลอันดับที่ p (Non-Seasonal Autoregressive Operator of Order p: AR(p)) 
   2

1 21 q
q qB B B B       แทนตัวดําเนินการสหสัมพันธ์ในตัวเองแบบมีฤดูกาลอันดับที่ P 

(Seasonal Autoregressive Operator of Order p: SAR(P)) 
   2

1 21s s PS
P PB B B B      แทนตัวดําเนินการเฉลี่ยเคลื่อนที่แบบไม่มีฤดูกาลอันดับที่

q (Non-Seasonal Moving Average Operator of Order p: MA(q)) 
   2

1 21s s QS
Q QB B B B     แทนตัวดําเนินการเฉล่ียเคลื่อนที่แบบมีฤดูกาลอันดับที่ Q 

(Non-Seasonal Moving Average Operator of Order p: SMA(Q)) 
 t แทนคาบเวลา ซึ่งมีค่าต้ังแต่ 1 ถึง n1 แทนจํานวนข้อมูลในอนุกรมเวลาชุดท่ี 1 
 s แทนจํานวนคาบของฤดูกาล 
 dและ D แทนผลต่างภายในและระหว่างฤดูกาล ตามลําดับ 
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Function: PACF) สําหรับอนุกรมเวลาที่ได้รับผลกระทบจากอิทธิพลฤดูกาล อนุกรมเวลาจะมีการเปลี่ยนแปลง
ขึ้นลงตามช่วงเวลาต่าง ๆ ที่สอดคล้องกับการเปลี่ยนแปลงที่เกิดขึ้นในอดีต 

ขั้นตอนที่ 2 การกําหนดตัวแบบของการพยากรณ์ (Model Identification) ซึ่งเป็นขั้นตอนการ
พิจารณาว่าตัวแบบใดเหมาะท่ีสุดกับข้อมูลของข้อมูลที่นํามาวิเคราะห์ ซึ่งสามารถพิจารณาจากค่า ACF และ 
PACF ซึ่งจะได้ตัวแบบคือ ARIMA (p,d,q)(P,D,Q)L 

ขั้นตอนท่ี 3 การประมาณค่าพารามิเตอร์ (Parameter Estimation) ของรูปแบบที่กําหนดด้วยวิธี
ความควรจะเป็นสูงสุด (Maximum Likelihood)  

ขั้นตอนที่ 4 การตรวจสอบความเหมาะสมของตัวแบบ (Diagnostic Checking) จะมีการตรวจสอบ
ความเหมาะสมว่าสอดคล้องกับข้อสมมุติเบ้ืองต้นหรือไม่ ซึ่งจะมีการตรวจสอบข้อสมมุติดังนี้ 

1. ตรวจสอบการแจกแจงปรกติ 
2. ตรวจสอบค่าคลาดเคลื่อนเป็นอิสระ 
3. ตรวจสอบค่าคลาดเคลื่อนมีความแปรปรวนคงที่ 
4. ตรวจสอบผลรวมค่าคลาดเคลื่อน 
แต่ถ้าหากตัวแบบที่กําหนดไม่มีเหมาะสมจะต้องมีการกําหนดตัวแบบในขั้นตอนที่ 2 ใหม่ 
ขั้นตอนที่ 5 การพยากรณ์ (Forecasting) เม่ือตัวแบบอนุกรมท่ีเลือกผ่านการตรวจสอบข้อสมมุติ

สําหรับความเหมาะสมของตัวแบบเรียบร้อยแล้ว ซึ่งจะได้สมการพยากรณ์ค่าประมาณพารามิเตอร์สําหรับตัว
แบบทั่วไปของการพยากรณ์น่ันคือ Autoregressive Integressive Moving Average :ARIMA (p, d, q)(P, 
D, Q) ซึ่งสามารถแสดงได้ดังสมการท่ี 1 (Bowerman and O’Connell, 2005) 
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 dและ D แทนผลต่างภายในและระหว่างฤดูกาล ตามลําดับ 
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 B แทนตัวดําเนินการถอยหลัง (Backward Operator) โดยที่ s
t t sB X X   

 
เกณฑ์การวัดความแม่นยําของการพยากรณ์   
 การพิจารณาตัวแบบพยากรณ์ที่เหมาะท่ีสุดสําหรับการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัด
เชียงใหม่ โดยทั่วไปจะใช้เกณฑ์วัดความแม่นยําของการพยากรณ์ 3 เกณฑ์คือค่ารากท่ีสองของความ
คลาดเคลื่อนกําลังสองเฉลี่ย (RMSE) ร้อยละของค่าสัมบูรณ์ของความคลาดเคล่ือนเฉลี่ย (MAPE) และค่า
สมับูรณ์ของค่าคลาดเคลื่อนเฉล่ีย (MAE) ดังนี้ (คณินทร์ ธีรภาพโอฬาร, 2558) (มุกดา แม้นมินทร์, 2549) 
 1. ค่ารากที่สองของค่าคลาดเคลื่อนกําลังสองเฉลี่ย (Root Mean Square Error: RMSE) คํานวนได้
ดังนี้ 
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 2. ร้อยละของค่าสัมบูรณ์ของค่าคลาดเคลื่อนเฉลี่ย (Mean Absolute Percentage Error: MAPE)
เป็นการวัดความคลาดเคลื่อนระหว่างค่าจริงและค่าพยากรณ์ค่า MAPE ไม่มีหน่วยและมีค่าเป็นบวกเสมอ 
คํานวนได้ดังนี้ 
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 3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Error: MAE)คํานวนได้ดังนี้ 
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โดยที่ te   เป็นผลต่างระหว่างค่าจริงกับค่าพยากรณ์ ณ เวลา t 

tX  เป็นค่าจริงของข้อมูลอนุกรมเวลา ณ เวลา t 
N   เป็นจํานวนค่าสังเกตช่วงเวลาท้ังหมด  

 
ผลการวิจัย 

ข้อมูลจํานวนผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ จากรายงานของสํานักระบาดวิทยา กรม
ควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร นํามาวิเคราะห์กราฟอนุกรมเวลาของจํานวนผู้ป่วยโรค
สุกใสในจังหวัดเชียงใหม่จะพบว่าข้อมูลจํานวนผู้ป่วยได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาล ซึ่งข้อมูล
มีการเปลี่ยนแปลงขึ้นลงตามช่วงเวลาต่างๆจึงสรุปได้ว่าข้อมูลจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มี
รูปแบบฤดูกาล แสดงดังภาพ ที่ 1 
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 3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Error: MAE)คํานวนได้ดังนี้ 
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โดยที่ te   เป็นผลต่างระหว่างค่าจริงกับค่าพยากรณ์ ณ เวลา t 

tX  เป็นค่าจริงของข้อมูลอนุกรมเวลา ณ เวลา t 
N   เป็นจํานวนค่าสังเกตช่วงเวลาทั้งหมด  

 
ผลการวิจัย 

ข้อมูลจํานวนผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ จากรายงานของสํานักระบาดวิทยา กรม
ควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร นํามาวิเคราะห์กราฟอนุกรมเวลาของจํานวนผู้ป่วยโรค
สุกใสในจังหวัดเชียงใหม่จะพบว่าข้อมูลจํานวนผู้ป่วยได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาล ซึ่งข้อมูล
มีการเปลี่ยนแปลงข้ึนลงตามช่วงเวลาต่างๆจึงสรุปได้ว่าข้อมูลจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มี
รูปแบบฤดูกาล แสดงดังภาพ ที่ 1 
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 B แทนตัวดําเนินการถอยหลัง (Backward Operator) โดยที่ s
t t sB X X   

 
เกณฑ์การวัดความแม่นยําของการพยากรณ์   
 การพิจารณาตัวแบบพยากรณ์ที่เหมาะท่ีสุดสําหรับการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัด
เชียงใหม่ โดยทั่วไปจะใช้เกณฑ์วัดความแม่นยําของการพยากรณ์ 3 เกณฑ์คือค่ารากท่ีสองของความ
คลาดเคลื่อนกําลังสองเฉลี่ย (RMSE) ร้อยละของค่าสัมบูรณ์ของความคลาดเคล่ือนเฉลี่ย (MAPE) และค่า
สมับูรณ์ของค่าคลาดเคลื่อนเฉล่ีย (MAE) ดังนี้ (คณินทร์ ธีรภาพโอฬาร, 2558) (มุกดา แม้นมินทร์, 2549) 
 1. ค่ารากที่สองของค่าคลาดเคลื่อนกําลังสองเฉลี่ย (Root Mean Square Error: RMSE) คํานวนได้
ดังนี้ 
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 2. ร้อยละของค่าสัมบูรณ์ของค่าคลาดเคลื่อนเฉลี่ย (Mean Absolute Percentage Error: MAPE)
เป็นการวัดความคลาดเคลื่อนระหว่างค่าจริงและค่าพยากรณ์ค่า MAPE ไม่มีหน่วยและมีค่าเป็นบวกเสมอ 
คํานวนได้ดังนี้ 
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 3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Error: MAE)คํานวนได้ดังนี้ 
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โดยที่ te   เป็นผลต่างระหว่างค่าจริงกับค่าพยากรณ์ ณ เวลา t 

tX  เป็นค่าจริงของข้อมูลอนุกรมเวลา ณ เวลา t 
N   เป็นจํานวนค่าสังเกตช่วงเวลาทั้งหมด  

 
ผลการวิจัย 

ข้อมูลจํานวนผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ จากรายงานของสํานักระบาดวิทยา กรม
ควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร นํามาวิเคราะห์กราฟอนุกรมเวลาของจํานวนผู้ป่วยโรค
สุกใสในจังหวัดเชียงใหม่จะพบว่าข้อมูลจํานวนผู้ป่วยได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาล ซึ่งข้อมูล
มีการเปลี่ยนแปลงข้ึนลงตามช่วงเวลาต่างๆจึงสรุปได้ว่าข้อมูลจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มี
รูปแบบฤดูกาล แสดงดังภาพ ที่ 1 
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 B แทนตัวดําเนินการถอยหลัง (Backward Operator) โดยที่ s
t t sB X X   

 
เกณฑ์การวัดความแม่นยําของการพยากรณ์   
 การพิจารณาตัวแบบพยากรณ์ที่เหมาะท่ีสุดสําหรับการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัด
เชียงใหม่ โดยทั่วไปจะใช้เกณฑ์วัดความแม่นยําของการพยากรณ์ 3 เกณฑ์คือค่ารากท่ีสองของความ
คลาดเคลื่อนกําลังสองเฉลี่ย (RMSE) ร้อยละของค่าสัมบูรณ์ของความคลาดเคล่ือนเฉลี่ย (MAPE) และค่า
สมับูรณ์ของค่าคลาดเคลื่อนเฉล่ีย (MAE) ดังนี้ (คณินทร์ ธีรภาพโอฬาร, 2558) (มุกดา แม้นมินทร์, 2549) 
 1. ค่ารากที่สองของค่าคลาดเคลื่อนกําลังสองเฉลี่ย (Root Mean Square Error: RMSE) คํานวนได้
ดังนี้ 
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 2. ร้อยละของค่าสัมบูรณ์ของค่าคลาดเคลื่อนเฉลี่ย (Mean Absolute Percentage Error: MAPE)
เป็นการวัดความคลาดเคลื่อนระหว่างค่าจริงและค่าพยากรณ์ค่า MAPE ไม่มีหน่วยและมีค่าเป็นบวกเสมอ 
คํานวนได้ดังนี้ 
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 3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Error: MAE)คํานวนได้ดังนี้ 
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โดยที่ te   เป็นผลต่างระหว่างค่าจริงกับค่าพยากรณ์ ณ เวลา t 

tX  เป็นค่าจริงของข้อมูลอนุกรมเวลา ณ เวลา t 
N   เป็นจํานวนค่าสังเกตช่วงเวลาท้ังหมด  

 
ผลการวิจัย 

ข้อมูลจํานวนผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ จากรายงานของสํานักระบาดวิทยา กรม
ควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร นํามาวิเคราะห์กราฟอนุกรมเวลาของจํานวนผู้ป่วยโรค
สุกใสในจังหวัดเชียงใหม่จะพบว่าข้อมูลจํานวนผู้ป่วยได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาล ซึ่งข้อมูล
มีการเปลี่ยนแปลงข้ึนลงตามช่วงเวลาต่างๆจึงสรุปได้ว่าข้อมูลจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มี
รูปแบบฤดูกาล แสดงดังภาพ ที่ 1 

 

เกณฑ์การวัดความแม่นย�ำของการพยากรณ์ 

การพิจารณาตัวแบบพยากรณ์ท่ีเหมาะท่ีสุด

ส�ำหรับการพยากรณ์จ�ำนวนผู้ป่วยโรคสุกใสในจังหวัด

เชียงใหม่ โดยท่ัวไปจะใช้เกณฑ์วัดความแม่นย�ำของ

การพยากรณ์ 3 เกณฑ์คือค่ารากที่สองของความคลาด

เคลื่อนก�ำลังสองเฉลี่ย (RMSE) ร้อยละของค่าสัมบูรณ์

ของความคลาดเคลื่อนเฉลี่ย (MAPE) และค่าสัมบูรณ์

ของค่าคลาดเคลื่อนเฉลี่ย (MAE) ดังนี้ (คณินทร์ 

ธีรภาพโอฬาร, 2558) (มุกดา แม้นมินทร์, 2549)

1. ค่ารากที่สองของค่าคลาดเคลื่อนก�ำลัง

สองเฉล่ีย (Root Mean Square Error: RMSE) 

ค�ำนวนได้ดังนี้

2. ร ้อยละของค่าสัมบูรณ์ของค่าคลาด

เคลื่อนเฉลี่ย (Mean Absolute Percentage Error: 

MAPE) เป็นการวัดความคลาดเคลื่อนระหว่างค่าจริง

และค่าพยากรณ์ค่า MAPE ไม่มหีน่วยและมค่ีาเป็นบวก

เสมอ ค�ำนวนได้ดังนี้

3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean 

Absolute Error: MAE) ค�ำนวนได้ดังนี้
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โดยที	่ เป็นผลต่างระหว่างค่าจริงกบัค่า

พยากรณ์ ณ เวลา t

	 เป็นค่าจริงของข้อมูลอนุกรม

เวลา ณ เวลา t

	 เป็นจ�ำนวนค่าสังเกตช่วงเวลา

ทั้งหมด 

ผลการวิจัย

ข ้อมูลจ� ำนวนผู ้ป ่ วยที่ เป ็นโรคสุกใสใน

จังหวัดเชียงใหม่ จากรายงานของส�ำนักระบาดวิทยา 

กรมควบคุมโรค กระทรวงสาธารณสขุ กรงุเทพมหานคร 

น�ำมาวเิคราะห์กราฟอนกุรมเวลาของจ�ำนวนผูป่้วยโรค

สกุใส ในจงัหวดัเชยีงใหม่จะพบว่าข้อมลูจ�ำนวนผูป่้วยได้

รบัผลกระทบโดยตรงจากอทิธพิลของฤดกูาล ซึง่ข้อมูล

มกีารเปลีย่นแปลงข้ึนลงตามช่วงเวลาต่างๆจงึสรปุได้ว่า

ข้อมูลจ�ำนวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มีรูป

แบบฤดูกาล แสดงดังภาพ ที่ 1
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 B แทนตัวดําเนินการถอยหลัง (Backward Operator) โดยที่ s
t t sB X X   

 
เกณฑ์การวัดความแม่นยําของการพยากรณ์   
 การพิจารณาตัวแบบพยากรณ์ที่เหมาะท่ีสุดสําหรับการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัด
เชียงใหม่ โดยทั่วไปจะใช้เกณฑ์วัดความแม่นยําของการพยากรณ์ 3 เกณฑ์คือค่ารากท่ีสองของความ
คลาดเคลื่อนกําลังสองเฉลี่ย (RMSE) ร้อยละของค่าสัมบูรณ์ของความคลาดเคล่ือนเฉลี่ย (MAPE) และค่า
สมับูรณ์ของค่าคลาดเคลื่อนเฉล่ีย (MAE) ดังนี้ (คณินทร์ ธีรภาพโอฬาร, 2558) (มุกดา แม้นมินทร์, 2549) 
 1. ค่ารากที่สองของค่าคลาดเคลื่อนกําลังสองเฉลี่ย (Root Mean Square Error: RMSE) คํานวนได้
ดังนี้ 
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 2. ร้อยละของค่าสัมบูรณ์ของค่าคลาดเคลื่อนเฉลี่ย (Mean Absolute Percentage Error: MAPE)
เป็นการวัดความคลาดเคลื่อนระหว่างค่าจริงและค่าพยากรณ์ค่า MAPE ไม่มีหน่วยและมีค่าเป็นบวกเสมอ 
คํานวนได้ดังนี้ 
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 3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Error: MAE)คํานวนได้ดังนี้ 
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โดยที่ te   เป็นผลต่างระหว่างค่าจริงกับค่าพยากรณ์ ณ เวลา t 

tX  เป็นค่าจริงของข้อมูลอนุกรมเวลา ณ เวลา t 
N   เป็นจํานวนค่าสังเกตช่วงเวลาทั้งหมด  

 
ผลการวิจัย 

ข้อมูลจํานวนผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ จากรายงานของสํานักระบาดวิทยา กรม
ควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร นํามาวิเคราะห์กราฟอนุกรมเวลาของจํานวนผู้ป่วยโรค
สุกใสในจังหวัดเชียงใหม่จะพบว่าข้อมูลจํานวนผู้ป่วยได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาล ซึ่งข้อมูล
มีการเปลี่ยนแปลงขึ้นลงตามช่วงเวลาต่างๆจึงสรุปได้ว่าข้อมูลจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มี
รูปแบบฤดูกาล แสดงดังภาพ ที่ 1 
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 B แทนตัวดําเนินการถอยหลัง (Backward Operator) โดยที่ s
t t sB X X   

 
เกณฑ์การวัดความแม่นยําของการพยากรณ์   
 การพิจารณาตัวแบบพยากรณ์ที่เหมาะท่ีสุดสําหรับการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัด
เชียงใหม่ โดยทั่วไปจะใช้เกณฑ์วัดความแม่นยําของการพยากรณ์ 3 เกณฑ์คือค่ารากท่ีสองของความ
คลาดเคลื่อนกําลังสองเฉลี่ย (RMSE) ร้อยละของค่าสัมบูรณ์ของความคลาดเคล่ือนเฉลี่ย (MAPE) และค่า
สมับูรณ์ของค่าคลาดเคลื่อนเฉล่ีย (MAE) ดังนี้ (คณินทร์ ธีรภาพโอฬาร, 2558) (มุกดา แม้นมินทร์, 2549) 
 1. ค่ารากที่สองของค่าคลาดเคลื่อนกําลังสองเฉลี่ย (Root Mean Square Error: RMSE) คํานวนได้
ดังนี้ 
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 2. ร้อยละของค่าสัมบูรณ์ของค่าคลาดเคลื่อนเฉลี่ย (Mean Absolute Percentage Error: MAPE)
เป็นการวัดความคลาดเคลื่อนระหว่างค่าจริงและค่าพยากรณ์ค่า MAPE ไม่มีหน่วยและมีค่าเป็นบวกเสมอ 
คํานวนได้ดังนี้ 
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 3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Error: MAE)คํานวนได้ดังนี้ 
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โดยที่ te   เป็นผลต่างระหว่างค่าจริงกับค่าพยากรณ์ ณ เวลา t 

tX  เป็นค่าจริงของข้อมูลอนุกรมเวลา ณ เวลา t 
N   เป็นจํานวนค่าสังเกตช่วงเวลาทั้งหมด  

 
ผลการวิจัย 

ข้อมูลจํานวนผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ จากรายงานของสํานักระบาดวิทยา กรม
ควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร นํามาวิเคราะห์กราฟอนุกรมเวลาของจํานวนผู้ป่วยโรค
สุกใสในจังหวัดเชียงใหม่จะพบว่าข้อมูลจํานวนผู้ป่วยได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาล ซึ่งข้อมูล
มีการเปลี่ยนแปลงขึ้นลงตามช่วงเวลาต่างๆจึงสรุปได้ว่าข้อมูลจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มี
รูปแบบฤดูกาล แสดงดังภาพ ที่ 1 
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 B แทนตัวดําเนินการถอยหลัง (Backward Operator) โดยที่ s
t t sB X X   

 
เกณฑ์การวัดความแม่นยําของการพยากรณ์   
 การพิจารณาตัวแบบพยากรณ์ที่เหมาะท่ีสุดสําหรับการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัด
เชียงใหม่ โดยทั่วไปจะใช้เกณฑ์วัดความแม่นยําของการพยากรณ์ 3 เกณฑ์คือค่ารากท่ีสองของความ
คลาดเคลื่อนกําลังสองเฉลี่ย (RMSE) ร้อยละของค่าสัมบูรณ์ของความคลาดเคล่ือนเฉลี่ย (MAPE) และค่า
สมับูรณ์ของค่าคลาดเคลื่อนเฉล่ีย (MAE) ดังนี้ (คณินทร์ ธีรภาพโอฬาร, 2558) (มุกดา แม้นมินทร์, 2549) 
 1. ค่ารากที่สองของค่าคลาดเคลื่อนกําลังสองเฉลี่ย (Root Mean Square Error: RMSE) คํานวนได้
ดังนี้ 
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 2. ร้อยละของค่าสัมบูรณ์ของค่าคลาดเคลื่อนเฉลี่ย (Mean Absolute Percentage Error: MAPE)
เป็นการวัดความคลาดเคลื่อนระหว่างค่าจริงและค่าพยากรณ์ค่า MAPE ไม่มีหน่วยและมีค่าเป็นบวกเสมอ 
คํานวนได้ดังนี้ 
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 3. ค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Error: MAE)คํานวนได้ดังนี้ 
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โดยที่ te   เป็นผลต่างระหว่างค่าจริงกับค่าพยากรณ์ ณ เวลา t 

tX  เป็นค่าจริงของข้อมูลอนุกรมเวลา ณ เวลา t 
N   เป็นจํานวนค่าสังเกตช่วงเวลาทั้งหมด  

 
ผลการวิจัย 

ข้อมูลจํานวนผู้ป่วยที่เป็นโรคสุกใสในจังหวัดเชียงใหม่ จากรายงานของสํานักระบาดวิทยา กรม
ควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร นํามาวิเคราะห์กราฟอนุกรมเวลาของจํานวนผู้ป่วยโรค
สุกใสในจังหวัดเชียงใหม่จะพบว่าข้อมูลจํานวนผู้ป่วยได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาล ซึ่งข้อมูล
มีการเปลี่ยนแปลงขึ้นลงตามช่วงเวลาต่างๆจึงสรุปได้ว่าข้อมูลจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่มี
รูปแบบฤดูกาล แสดงดังภาพ ที่ 1 
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ภาพที่ 1กราฟจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ 
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ภาพที ่2 กราฟฟังก์ชันอัตสหสัมพันธ์ 

 
 สามารถยืนยันผลการได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาลด้วยวิธีการวิเคราะห์อนุกรมเวลา
ด้วยวิธีบ็อกซ์-เจนกินส์ (Box-Jenkins) โดยพิจารณาจากกราฟฟังก์ชันอัตสหสัมพันธ์และกราฟฟังก์ชันอัต
สหสัมพันธ์บางส่วน แสดงดังภาพที่ 2และภาพที่ 3 
 จากกราฟฟังก์ชันอัตสหสัมพันธ์และกราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน จะพบว่าข้อมูลอนุกรมเวลามี
องค์ประกอบแนวโน้มและฤดูกาลมีระยะห่างเวลาตามความยาวของฤดูกาลกันคือ  
 

ภาพที่ 1 กราฟจ�ำนวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่
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ภาพที่ 1กราฟจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ 
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ภาพที ่2 กราฟฟังก์ชันอัตสหสัมพันธ์ 

 
 สามารถยืนยันผลการได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาลด้วยวิธีการวิเคราะห์อนุกรมเวลา
ด้วยวิธีบ็อกซ์-เจนกินส์ (Box-Jenkins) โดยพิจารณาจากกราฟฟังก์ชันอัตสหสัมพันธ์และกราฟฟังก์ชันอัต
สหสัมพันธ์บางส่วน แสดงดังภาพที่ 2และภาพที่ 3 
 จากกราฟฟังก์ชันอัตสหสัมพันธ์และกราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน จะพบว่าข้อมูลอนุกรมเวลามี
องค์ประกอบแนวโน้มและฤดูกาลมีระยะห่างเวลาตามความยาวของฤดูกาลกันคือ  
 

ภาพที่ 2 กราฟฟังก์ชันอัตสหสัมพันธ์
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สามารถยืนยันผลการได้รับผลกระทบโดยตรงจากอิทธิพลของฤดูกาลด้วยวิธีการวิเคราะห์อนุกรมเวลา

ด้วยวิธีบ็อกซ์-เจนกินส์ (Box-Jenkins) โดยพิจารณาจากกราฟฟังก์ชันอัตสหสัมพันธ์และกราฟฟังก์ชันอัตสห

สัมพันธ์บางส่วน แสดงดังภาพที่ 2 และภาพที่ 3

จากกราฟฟังก์ชันอัตสหสัมพันธ์และกราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน จะพบว่าข้อมูลอนุกรมเวลามี

องค์ประกอบแนวโน้มและฤดูกาลมีระยะห่างเวลาตามความยาวของฤดูกาลกันคือ 44 
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ภาพที ่3 กราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน 

 
12, 24, 36, … หน่วย จึงทําการกําหนดตัวแบบพยากรณ์ที่เหมาะที่สุดสําหรับข้อมูลชุดนี้คือ  
ARIMA(0,1,0)(1,1,1)12 ไม่มีพจน์ของค่าตัว จะได้ตัวแบบคือ  

12 1 13 1 12 1 24 1 13 1 25 1 12t t t t t t t t t tX X X X X X X X u u                    
และประมาณค่าพารามิเตอร์จะได้คือ 1 0.6778   และ 1 0.8553  ดังตารางที่ 1 ซึ่งได้ตัวแบบ

การพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่คือ 
12 1 13 12 24 13 25 12ˆ 0.6778 0.6778 0.6778 0.6778 0.8553t t t t t t t t tX X X X X X X X u                

ซึ่งจากการเลือกตัวแบบแล้วจึงทําการตรวจสอบความเหมาะสมของตัวแบบ พบว่าค่าคลาดเคล่ือนมี

การแจกแจงปรกติ(AD=0.17,  p-value=0.92)มีค่าเฉล่ียมีค่าเท่ากับศูนย์ (T=0.15, p-value= 0.88)มีความ
แปรปรวนคงที่(T=-0.39, p-value= 0.70) และเป็นอิสระต่อกันหรือไม่มีอัตสหสัมพันธ์ (lag12, lag 24, lag36 
และlag 48 ไม่มีนัยสําคัญในทุก ๆ lag) 

ดังนั้นตัวแบบของอนุกรมเวลาของจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ เมื่อทําการตรวจสอบ

ความเหมาะสมของตัวแบบแล้วผ่านทุกข้อสมมุตินั้นคือ ARIMA(0,1,0)x(1,1,1)12 

 
ตารางที่ 1 แสดงค่าประมาณของพารามิเตอร์สําหรับตัวแบบ ARIMA(0,1,0)(1,1,1)12 

 

พารามิเตอร์ สัมประสิทธิ์ ส่วนเบี่ยงเบนของสัมประสิทธิ ์ สถิติทดสอบ T P-value 
1  -0.6778 0.1075 -0.630 0.000 
1  0.8553 0.1115 7.67 0.000 

 
ผลการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ 

ภาพที่ 3 กราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน

12, 24, 36, … หน่วย จงึท�ำการก�ำหนดตัวแบบพยากรณ์ทีเ่หมาะทีส่ดุส�ำหรบัข้อมลูชดุนีค้อื ARIMA(0,1,0)

(1,1,1)
12
 ไม่มีพจน์ของค่าตัว จะได้ตัวแบบคือ

และประมาณค่าพารามิเตอร์จะได้คือ และดังตารางที่ 1 ซ่ึงได้ตัวแบบการพยากรณ์จ�ำนวนผู้ป่วยโรค

สุกใสในจังหวัดเชียงใหม่คือ

ซึ่งจากการเลือกตัวแบบแล้วจึงท�ำการตรวจสอบความเหมาะสมของตัวแบบ พบว่าค่าคลาดเคลื่อนมี

การแจกแจงปกติ (AD=0.17, p-value=0.92) มีค่าเฉลี่ยมีค่าเท่ากับศูนย์ (T=0.15, p-value=0.88) มีความ

แปรปรวนคงที่ (T=-0.39, p-value=0.70) และเป็นอิสระต่อกันหรือไม่มีอัตสหสัมพันธ์ (lag12, lag 24, lag36 

และlag 48 ไม่มีนัยส�ำคัญในทุก ๆ lag)

ดงันัน้ ตวัแบบของอนกุรมเวลาของจ�ำนวนผู้ป่วยโรคสุกใสในจังหวดัเชยีงใหม่ เมือ่ท�ำการตรวจสอบความ

เหมาะสมของตัวแบบแล้วผ่านทุกข้อสมมุตินั้นคือ ARIMA(0,1,0)x(1,1,1)
12
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ภาพที ่3 กราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน 

 
12, 24, 36, … หน่วย จึงทําการกําหนดตัวแบบพยากรณ์ที่เหมาะที่สุดสําหรับข้อมูลชุดนี้คือ  
ARIMA(0,1,0)(1,1,1)12 ไม่มีพจน์ของค่าตัว จะได้ตัวแบบคือ  

12 1 13 1 12 1 24 1 13 1 25 1 12t t t t t t t t t tX X X X X X X X u u                    
และประมาณค่าพารามิเตอร์จะได้คือ 1 0.6778   และ 1 0.8553  ดังตารางที่ 1 ซึ่งได้ตัวแบบ

การพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่คือ 
12 1 13 12 24 13 25 12ˆ 0.6778 0.6778 0.6778 0.6778 0.8553t t t t t t t t tX X X X X X X X u                

ซึ่งจากการเลือกตัวแบบแล้วจึงทําการตรวจสอบความเหมาะสมของตัวแบบ พบว่าค่าคลาดเคล่ือนมี

การแจกแจงปรกติ(AD=0.17,  p-value=0.92)มีค่าเฉล่ียมีค่าเท่ากับศูนย์ (T=0.15, p-value= 0.88)มีความ
แปรปรวนคงที่(T=-0.39, p-value= 0.70) และเป็นอิสระต่อกันหรือไม่มีอัตสหสัมพันธ์ (lag12, lag 24, lag36 
และlag 48 ไม่มีนัยสําคัญในทุก ๆ lag) 

ดังนั้นตัวแบบของอนุกรมเวลาของจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ เมื่อทําการตรวจสอบ

ความเหมาะสมของตัวแบบแล้วผ่านทุกข้อสมมุตินั้นคือ ARIMA(0,1,0)x(1,1,1)12 

 
ตารางที่ 1 แสดงค่าประมาณของพารามิเตอร์สําหรับตัวแบบ ARIMA(0,1,0)(1,1,1)12 

 

พารามิเตอร์ สัมประสิทธิ์ ส่วนเบี่ยงเบนของสัมประสิทธิ ์ สถิติทดสอบ T P-value 
1  -0.6778 0.1075 -0.630 0.000 
1  0.8553 0.1115 7.67 0.000 

 
ผลการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ 
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ภาพที ่3 กราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน 

 
12, 24, 36, … หน่วย จึงทําการกําหนดตัวแบบพยากรณ์ที่เหมาะที่สุดสําหรับข้อมูลชุดนี้คือ  
ARIMA(0,1,0)(1,1,1)12 ไม่มีพจน์ของค่าตัว จะได้ตัวแบบคือ  

12 1 13 1 12 1 24 1 13 1 25 1 12t t t t t t t t t tX X X X X X X X u u                    
และประมาณค่าพารามิเตอร์จะได้คือ 1 0.6778   และ 1 0.8553  ดังตารางที่ 1 ซึ่งได้ตัวแบบ

การพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่คือ 
12 1 13 12 24 13 25 12ˆ 0.6778 0.6778 0.6778 0.6778 0.8553t t t t t t t t tX X X X X X X X u                

ซึ่งจากการเลือกตัวแบบแล้วจึงทําการตรวจสอบความเหมาะสมของตัวแบบ พบว่าค่าคลาดเคล่ือนมี

การแจกแจงปรกติ(AD=0.17,  p-value=0.92)มีค่าเฉล่ียมีค่าเท่ากับศูนย์ (T=0.15, p-value= 0.88)มีความ
แปรปรวนคงที่(T=-0.39, p-value= 0.70) และเป็นอิสระต่อกันหรือไม่มีอัตสหสัมพันธ์ (lag12, lag 24, lag36 
และlag 48 ไม่มีนัยสําคัญในทุก ๆ lag) 

ดังนั้นตัวแบบของอนุกรมเวลาของจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ เมื่อทําการตรวจสอบ

ความเหมาะสมของตัวแบบแล้วผ่านทุกข้อสมมุตินั้นคือ ARIMA(0,1,0)x(1,1,1)12 

 
ตารางที่ 1 แสดงค่าประมาณของพารามิเตอร์สําหรับตัวแบบ ARIMA(0,1,0)(1,1,1)12 

 

พารามิเตอร์ สัมประสิทธิ์ ส่วนเบี่ยงเบนของสัมประสิทธิ ์ สถิติทดสอบ T P-value 
1  -0.6778 0.1075 -0.630 0.000 
1  0.8553 0.1115 7.67 0.000 

 
ผลการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ 
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ตารางที่ 1 แสดงค่าประมาณของพารามิเตอร์ส�ำหรับตัวแบบ ARIMA(0,1,0)(1,1,1)
12

พารามิเตอร์ สัมประสิทธิ์ ส่วนเบี่ยงเบนของสัมประสิทธิ์ สถิติทดสอบ T P-value

-0.6778 0.1075 -0.630 < 0.001

0.8553 0.1115 7.67 < 0.001

ผลการพยากรณ์จ�ำนวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่

จากจ�ำนวนผู้ป่วยโรคสุกใสพบว่า จังหวัดเชียงใหม่มีอัตราผู้ป่วยสูงเป็นอันดับ 5 ของประเทศ ประมาณ 

137.46 ต่อแสนประชากร (ข้อมลูเฝ้าระวงัโรค ตัง้แต่ 1 ม.ค. – 15 พ.ย. 58) และผลการศกึษาหาตวัแบบทีเ่หมาะ

ที่สุดด้วยวิธีบ็อกซ์-เจนกินส์ คือ ARIMA(0,1,0)(1,1,1)
12 

และได้ค่าพยากรณ์ต้ังแต่เดือนกันยายนถึงพฤศจิกายน 

พ.ศ.2558 และการเปรียบเทียบประสิทธิภาพวิธีการพยากรณ์ แสดงตารางที่ 2 และผลจากการเปรียบเทียบค่า

ข้อมูลจริงกับค่าพยากรณ์ด้วยวิธีบ็อกซ์-เจนกินส์คือ ARIMA(0,1,0)(1,1,1)
12
 แสดงดังภาพที่ 4 

ตารางที่ 2 แสดงค่าพยากรณ์และค่าเปรียบเทียบประสิทธิภาพวิธีการพยากรณ์

ช่วงเวลา

จ�ำนวนผู้ป่วย 

โรคสุกใสจริง

(คน)

ค่าพยากรณ์ด้วย 

วิธีบ็อกซ์-เจนกินส์

(คน)

เปรียบเทียบประสิทธิภาพ

ของวิธีการพยากรณ์

RMSE MAPE MAE

กันยายน 58 70 84.34

33.17 18.25% 25.64ตุลาคม 58 56 72.62

พฤศจิกายน 58 - 61.93
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จากจํานวนผู้ป่วยโรคสุกใสพบว่า จังหวัดเชียงใหม่มีอัตราผู้ป่วยสูงเป็นอันดับ 5 ของประเทศ ประมาณ 
137.46 ต่อแสนประชากร (ข้อมูลเฝ้าระวังโรค ต้ังแต่ 1 มค – 15 พย 58) และผลการศึกษาหาตัวแบบทีเ่หมาะ
ที่สุดด้วยวิธีบ็อกซ์-เจนกินส์ คือ ARIMA(0,1,0)(1,1,1)12และได้ค่าพยากรณ์ต้ังแต่เดือนกันยายนถึงพฤศจิกายน 
พ.ศ.2558 และการเปรียบเทียบประสิทธิภาพวิธีการพยากรณ์ แสดงตารางท่ี 2และผลจากการเปรียบเทียบค่า
ข้อมูลจริงกับค่าพยากรณ์ด้วยวิธีบ็อกซ์-เจนกินส์คือ ARIMA(0,1,0)(1,1,1)12 แสดงดังภาพที่ 4  
 
ตารางที่ 2 แสดงค่าพยากรณ์และค่าเปรียบเทียบประสิทธิภาพวิธีการพยากรณ์ 
 

เปรียบเทียบประสิทธิภาพ 
ของวิธีการพยากรณ ์ช่วงเวลา 

จํานวนผู้ป่วย
โรคสุกใสจริง 

(คน) 

ค่าพยากรณ์ดว้ย
วิธีบ็อกซ์-เจนกินส ์

(คน) RMSE MAPE MAE 
กันยายน 58 70 84.34 
ตุลาคม 58 56 72.62 
พฤศจิกายน 58 - 61.93 

33.17 18.25% 25.64 

 

 
ภาพที่ 4 แสดงการเปรียบเทียบค่าข้อมูลจรงิกับค่าพยากรณ์ด้วยวิธีบ็อกซ-์เจนกินส ์

วิจารณ์ 
จากการศึกษานําเสนอวิธีการพยากรณ์อนุกรมเวลาด้วยวิธีบ็อกซ์-เจนกินส์ที่เหมาะที่สุดกับอนุกรม

เวลาจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ ซึ่งปัจจุบันยังไม่เคยมีการพยากรณ์จํานวนผู้ป่วยด้วยวิธีดังกล่าว 
โดยใช้ข้อมูลต้ังเดือนพฤษภาคม พ.ศ. 2552 จนถึงเดือนกันยายนพ.ศ. 2558 จํานวน 76 ค่า จากรายงานของ
สํานักระบาดวิทยา กรมควบคุมโรค กระทรวงสาธารณสุข กรุงเทพมหานคร ซึ่งจากวิธีบ็อกซ์-เจนกินส์ตัวแบบ
ที่เหมาะที่สุดกับข้อมูลชุดน้ีคือ ARIMA(0,1,0)(1,1,1)12 มีความแม่นยําที่สุดซึ่งเมื่อเปรียบเทียบประสิทธิภาพ
วิธีการพยากรณ์ด้วยวิธีทั้ง 3 น่ันคือ ค่ารากที่สองของความคลาดเคลื่อนกําลังสองเฉลี่ย (RMSE) มีค่าเท่ากับ 
33.17 ร้อยละของค่าสัมบูรณ์ของความคลาดเคล่ือนเฉลี่ย (MAPE) มีค่าเท่ากับร้อยละ 18.25 และค่าสัมบูรณ์
ของค่าคลาดเคลื่อนเฉลี่ย (MAE) มีค่าเท่ากับ 25.64 ดังน้ัน การลดจํานวนผู้ป่วยที่เกิดโรคสุกใสในพ้ืนท่ีจังหวัด
เชียงใหม่ให้มีประสิทธิภาพ ควรดําเนินการป้องกันควบคุมโรคล่วงหน้าเพ่ือลดจํานวนผู้ป่วยก่อนถึงช่วงที่มีการ
ระบาดของโรคสุกใสในพื้นที่ให้มีประสิทธิภาพ  

ภาพที่ 4 แสดงการเปรียบเทียบค่าข้อมูลจริงกับค่าพยากรณ์ด้วยวิธีบ็อกซ์-เจนกินส์
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(with 5% significance limits for the partial autocorrelations)

 
ภาพที ่3 กราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน 

 
12, 24, 36, … หน่วย จึงทําการกําหนดตัวแบบพยากรณ์ที่เหมาะที่สุดสําหรับข้อมูลชุดนี้คือ  
ARIMA(0,1,0)(1,1,1)12 ไม่มีพจน์ของค่าตัว จะได้ตัวแบบคือ  

12 1 13 1 12 1 24 1 13 1 25 1 12t t t t t t t t t tX X X X X X X X u u                    
และประมาณค่าพารามิเตอร์จะได้คือ 1 0.6778   และ 1 0.8553  ดังตารางที่ 1 ซึ่งได้ตัวแบบ

การพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่คือ 
12 1 13 12 24 13 25 12ˆ 0.6778 0.6778 0.6778 0.6778 0.8553t t t t t t t t tX X X X X X X X u                

ซึ่งจากการเลือกตัวแบบแล้วจึงทําการตรวจสอบความเหมาะสมของตัวแบบ พบว่าค่าคลาดเคล่ือนมี

การแจกแจงปรกติ(AD=0.17,  p-value=0.92)มีค่าเฉล่ียมีค่าเท่ากับศูนย์ (T=0.15, p-value= 0.88)มีความ
แปรปรวนคงที่(T=-0.39, p-value= 0.70) และเป็นอิสระต่อกันหรือไม่มีอัตสหสัมพันธ์ (lag12, lag 24, lag36 
และlag 48 ไม่มีนัยสําคัญในทุก ๆ lag) 

ดังนั้นตัวแบบของอนุกรมเวลาของจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ เมื่อทําการตรวจสอบ

ความเหมาะสมของตัวแบบแล้วผ่านทุกข้อสมมุตินั้นคือ ARIMA(0,1,0)x(1,1,1)12 

 
ตารางที่ 1 แสดงค่าประมาณของพารามิเตอร์สําหรับตัวแบบ ARIMA(0,1,0)(1,1,1)12 

 

พารามิเตอร์ สัมประสิทธิ์ ส่วนเบี่ยงเบนของสัมประสิทธิ ์ สถิติทดสอบ T P-value 
1  -0.6778 0.1075 -0.630 0.000 
1  0.8553 0.1115 7.67 0.000 

 
ผลการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ 
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(with 5% significance limits for the partial autocorrelations)

 
ภาพที ่3 กราฟฟังก์ชันอัตสหสัมพันธ์บางส่วน 

 
12, 24, 36, … หน่วย จึงทําการกําหนดตัวแบบพยากรณ์ที่เหมาะที่สุดสําหรับข้อมูลชุดนี้คือ  
ARIMA(0,1,0)(1,1,1)12 ไม่มีพจน์ของค่าตัว จะได้ตัวแบบคือ  

12 1 13 1 12 1 24 1 13 1 25 1 12t t t t t t t t t tX X X X X X X X u u                    
และประมาณค่าพารามิเตอร์จะได้คือ 1 0.6778   และ 1 0.8553  ดังตารางที่ 1 ซึ่งได้ตัวแบบ

การพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่คือ 
12 1 13 12 24 13 25 12ˆ 0.6778 0.6778 0.6778 0.6778 0.8553t t t t t t t t tX X X X X X X X u                

ซึ่งจากการเลือกตัวแบบแล้วจึงทําการตรวจสอบความเหมาะสมของตัวแบบ พบว่าค่าคลาดเคล่ือนมี

การแจกแจงปรกติ(AD=0.17,  p-value=0.92)มีค่าเฉล่ียมีค่าเท่ากับศูนย์ (T=0.15, p-value= 0.88)มีความ
แปรปรวนคงที่(T=-0.39, p-value= 0.70) และเป็นอิสระต่อกันหรือไม่มีอัตสหสัมพันธ์ (lag12, lag 24, lag36 
และlag 48 ไม่มีนัยสําคัญในทุก ๆ lag) 

ดังนั้นตัวแบบของอนุกรมเวลาของจํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ เมื่อทําการตรวจสอบ

ความเหมาะสมของตัวแบบแล้วผ่านทุกข้อสมมุตินั้นคือ ARIMA(0,1,0)x(1,1,1)12 

 
ตารางที่ 1 แสดงค่าประมาณของพารามิเตอร์สําหรับตัวแบบ ARIMA(0,1,0)(1,1,1)12 

 

พารามิเตอร์ สัมประสิทธิ์ ส่วนเบี่ยงเบนของสัมประสิทธิ ์ สถิติทดสอบ T P-value 
1  -0.6778 0.1075 -0.630 0.000 
1  0.8553 0.1115 7.67 0.000 

 
ผลการพยากรณ์จํานวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ 
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วิจารณ์

จากการศกึษาน�ำเสนอวธิกีารพยากรณ์อนกุรม

เวลาด้วยวิธีบ็อกซ์-เจนกินส์ที่เหมาะที่สุดกับอนุกรม

เวลาจ�ำนวนผู้ป่วยโรคสุกใสในจังหวัดเชียงใหม่ ซึ่ง

ปัจจุบันยังไม่เคยมีการพยากรณ์จ�ำนวนผู้ป่วยด้วยวิธี

ดังกล่าว โดยใช้ข้อมูลตั้งเดือนพฤษภาคม พ.ศ. 2552 

จนถึงเดือนกันยายน พ.ศ. 2558 จ�ำนวน 76 ค่า  

จากรายงานของส�ำนักระบาดวิทยา กรมควบคุมโรค 

กระทรวงสาธารณสุข กรุงเทพมหานคร ซ่ึงจากวิธี

บ็อกซ์-เจนกินส์ตัวแบบที่เหมาะที่สุดกับข้อมูลชุดนี้

คือ ARIMA(0,1,0)(1,1,1)
12

 มีความแม่นย�ำท่ีสุดซ่ึง

เมื่อเปรียบเทียบประสิทธิภาพวิธีการพยากรณ์ด้วย

วิธีทั้ง 3 นั่นคือ ค่ารากที่สองของความคลาดเคล่ือน

ก�ำลังสองเฉลี่ย (RMSE) มีค่าเท่ากับ 33.17 ร้อยละ

ของค่าสัมบูรณ์ของความคลาดเคลื่อนเฉลี่ย (MAPE) 

มีค่าเท่ากบัร้อยละ 18.25 และค่าสมับูรณ์ของค่าคลาด

เคลื่อนเฉลี่ย (MAE) มีค่าเท่ากับ 25.64 ดังนั้น การลด

จ�ำนวนผู้ป่วยที่เกิดโรคสุกใสในพื้นที่จังหวัดเชียงใหม่

ให้มีประสิทธิภาพ ควรด�ำเนินการป้องกันควบคุมโรค

ล่วงหน้าเพือ่ลดจ�ำนวนผูป่้วยก่อนถึงช่วงทีม่กีารระบาด

ของโรคสุกใสในพื้นที่ให้มีประสิทธิภาพ 

บทสรุป

งานวิจัยนี้ได้ตัวแบบการพยากรณ์จากวิธี

บอ็กซ์-เจนกนิส์ คอื ARIMA(0,1,0)(1,1,1)
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ซึง่ตวัแบบนี้ 

สามารถน�ำไปใช้พยากรณ์จ�ำนวนผูป่้วยท่ีจะเกดิข้ึนและ

สามารถน�ำไปประกอบการวางแผนเพื่อหาแนวทาง

ป้องกันและควบคุมโรคที่จะเกิดขึ้นในอนาคตได้ อีกทั้ง

น�ำไปประยกุต์ใช้พยากรณ์จ�ำนวนผูป่้วยทีมี่อนกุรมเวลา

ลักษณะการเคลื่อนไหวที่คล้ายคลึงกัน
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